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ACOUSTICAL NEWS—USA

Elaine Moran
Acoustical Society of America, Suite 1INO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor's Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

made for the daily broadcast of the film recorded at the Society’'s 25th
Anniversary meeting in 1954. Technical sessions covered a large range of
75th Anniversary Meeting of the Acoustical acoustical topics including sessions focused on special topics. Special ses-

. . sions were organized to honor Leo Beranek, D. Vance Holliday, Robert
SOC|ety of America Apfel, Donald Griffin, and Charles Watson.

The 75th Anniversary Meeting of the Acoustical Society of America On Tuesday evening, the Society began the celebration of its 75th
was held 24—28 May 2004 at the Sheraton New York Hotel and Towers irfRnniversary with a banquet attended by over 470 people. To capture the
New York, New York. The meeting included the usual meeting events plusitmosphere of the 25th anniversary banquet, the reception hall was deco-
special activities. The entire day on Wednesday was devoted to the celebréated with candelabras and strolling violinists provided entertainment during
tion of the Society’s 75th anniversary, with the afternoon left open for meet-dinner. A “plenary session” followed dinner at which new fellows were
ing attendees to participate in tours and other activities. announced, a Society prize was presented, and meeting organizers recog-

The meeting drew a total of 1719 registrants from 38 countries includ-nized.
ing 226 studentgsee Table )l A total of 1280 papers organized into 101 ASA Vice President Anthony Atchley announced the election of the
sessions covered the areas of interest of all 13 Technical Committees and tfllowing new fellows who were presented with their Fellowship certificates
Committees on Education in Acoustics and Standards. by ASA President llene Busch-Vishniac: Abeer Alwan, David H. Chambers,

Special features of this meeting included a banquet, a celebration oRobin O. Cleveland, Li Deng, Alain de Cheveigne, Gary J. Heald, Jian

Kang, Andrew J. Oxenham, Christopher J. Plack, Daniel Rouseff, Carrick
Talmadge, D. Keith Wilson, Eric J. Woodsee Fig. 1 Stanley Dosso was

TABLE I. Meeting attendees by country. announced as the recipient of the 2004 Medwin Prize in Acoustical Ocean-
ograhy.

Argentina 1 Greece 1 Poland 4 Meeting Cochairs were Russell Johnson and Damian Doria. Damain
Austria 1 Hong Kong 2 Portugal 1 Doria (see Fig. 2 introduced the members of the local committee and
Australia 9 India 4 Russia 5  thanked them for their work in organizing the meeting: Gary W. Elko, Tech-
Belgium 5 Ireland 1 Slovakia 1 nical Program Chair, Katharine Sawicki, Assistant to the Cochairs and
Brazil 3 Israel 2 Singapore 1  Audio/Visual; Pam Brooks, Accompanying Persons Program; Konrad Kac-
Canada 57 Italy 9 South Africa 1 zmarek, Signs; Dan Clayton, Technical Tours; Fredericka Bell-Berti, Educa-
Chile 4 Japan 41 Spain 6 tion; Subha Maruvada, Photography and Jeffrey Ketterling, Poster Sessions.
China 3 Malaysia 1 Sweden 5 The following members of the Technical Program Committee were
Denmark 13 Mexico 2 Taiwan 11  also thanked and their work in arranging the technical portion of the meeting
Finland 2 Netherlands 10 Turkey 2 was recognized: Gary W. Elko, Chair; Ellen Livingston and Kyle Becker,
France 26 New Zealand 1 Ukraine 1 Acoustical Oceanography; James Simmons and Robert Kull, Animal Bioa-

Germany 21 Norway 6 United Kingdom 30 coustics; John Erdreich, Architectural Acoustics; Jeffrey Ketterling and Elisa
Konofagou, Biomedical Ultrasound/Bioresponse to Vibration; Victor Spar-
row, Education in Acoustics; Gary Elko and llene Busch-Vishniac, Engi-
L . ) neering Acoustics; Victor Sparrow, Musical Acoustics; Bennett Brooks and
the Society's 75th Ann!versary, a variety of tours,'and an organ concert, Brigitte Schulte-Fortkamp, Noise; Ronald Roy and E. Carr Everbach, Physi-

On Monday evening, Lec Beranek and David Griesinger presented Ral Acoustics; Glenis Long, Psychological and Physiological Acoustics;

tutorial on “Listening to the Acoustics in Concert Halls” to a standing-room Geoffrey Edelson, James Preisig, and Zoi-Heleni Michalopoulou, Signal
only audience of over 200 peqple. Distinguished lectures were _presented kWrocessing in Acéustics; Fredericl‘<a Bell-Berti and Laura Koenig,'Speech
Jens Blau_ert on C(_)mmlﬂnlcgﬂon Acoustics” and by"Laymon Miller whose Communication; Courtney Burroughs, Structural Acoustics and Vibration;
presentation was titled “Noise: My 62 Years of It.” Arrangements were

FIG. 1. New fellows of the Society with ASA President llene Busch-
Vishniac (far left) and Vice President Anthony Atchlgyar right). FIG. 2. Damian Doria, New York Meeting Cochair.
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James Preisig, and Natalia A. Sidorovskaia, Underwater Acoustics.

The members of the 75th Anniversary were announced and thanked fo
the organization of this extraordinary event: Leo L. Beranek and Patricia K.
Kuhl, Cochairs; Anthony A. Atchley, Fredericka Bell-Berti, Richard H.
Campbell, William J. Cavanaugh, Dan Clayton, Lawrence A. Crum, Chris-
topher J. Jaffe, and Francis Kirschner. We also thank the following ASA
volunteers who assisted with tours and photography arrangements during th
meeting: William Hartmann, Christine Hartmann, Judy Dubno, Robert Fri-
sina, and Clare Hurtgen.

The Vice President’s gavel was presented to Anthony Atchley by Vice
President-Elect Mark Hamiltofsee Fig. 3. The “plenary” portion of the
event was concluded with the presentation of the President’s tuning fork to
llene Busch-Vishniac by President-Elect William Kuperniaae Fig. 4.

The banquet was turned over to Larry Crum and Anthony Atchley who

FIG. 5. Barbershop quartef—~r) Uwe Hansen, Murray Campbell, Thomas
Rossing, and Sten Ternsing entertains at banquet.

together with the 75th Anniversary Book, was given to each meeting par-
ticipant as a mement(see Fig. 6.
The evening’s celebration closed with brief presentations by three ASA

FIG. 3. ASA Vice President-Elect Mark Hamiltdh) presents gavel to Vice
President Anthony Atchleyr).

FIG. 6. Banquet participants view 75th Anniversary film.

fellows and Past Presidents who have received the President's National
Medal of Science—Kenneth N. Stevens, James L. Flanagan, and Leo L.
Beranek.

Wednesday morning was dedicated to the celebration of the 75th An-
niversary and was held at the City Center in New York City. The event
began with the presentation of four Society awards, by President llene
Busch-Vishniac.

The 2003 Silver Medal in Musical Acoustics was presented to Johan E.
F. Sundberg “for contributions to understanding the acoustics of singing and
musical performance and for leadership in musical acoustics research.” The
R. Bruce Lindsay Award was presented to Michael R. Bailey “for contribu-
FIG. 4. ASA President-Elect William Kuperman presents tuning fork to tions to the understanding of shock wave lithotripsy and nonlinear acous-
President llene Busch-Vishniac. tics.” The Helmholtz—Rayleigh Interdisciplinary Silver Medal in Architec-

tural Acoustics and Noise was presented to David Lubman “for work in

) ) noise and standards and for contributions to architectural and archeological
served as Masters of Ceremony for the remainder of the evening. Thomag.,,stics.” The Gold Medal was presented to Chester M. McKinney “for
Rossing was introduced and lead everyone in singing happy birthday to thgioneering research and leadership in underwater acoustics and high resolu-
Society. He and three other ASA members then gathered as a “Barbershafon sonar and for dedicated service to the Societe Figs. 7—10
Quartet” and entertained the audience with several songs. Other members of ~ The next segment of the celebration was titled “Looking Forward.” A
the quartet were Uwe Hansen, D. Murray Campbell, and Sten Temmstro group of nine ASA members were selected to present brief talks on the
(see Fig. 5. future of acoustics. The nine presenters included Kelly Benoit Bird, Dani

Next on the celebration “agenda” was the premier of a film celebrat- Byrd, John Fahnline, Andrew J. Oxenham, Tyrone Porter, Pumnima Ratilal,
ing the Society’s “Glorious Past” which included segments of reminis- Lily M. Wang, Preston S.' Wllso_n, and Ning Xiang. Th? presentations cov-

; . ) ered the range of acoustical topics covered by the Society’s current activities
cences by past presidents of the Society and footage from a film recorde(c{

. . L -7~ ~(see Fig. 1L
during the banquet held at the 25th Anniversary meeting in 1954. This film, The celebration ended with the demonstration of a virtual orchestra.
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FIG. 7. ASA President llene Busch-Vishniac presents the Silver Medal inFIG. 9. ASA President llene Busch-Vishniac with David Lubman, recipient
Musical Acoustics to Johan Sundberg. of the Helmholtz-Rayleigh Interdisciplinary Silver Medal.

versary Book and film available at cost. See the ad in this issue for details on

The virtual orchestra included 24 loudspeakers with tonal quality to matcHoWw to obtain copies.
the acoustical instrument that was being emulated. Two singers followed a | €nd this report with the closing words of the Introductory Chapter to
professional conductor as part of the demonstratéme Fig. 12 the 75th Anniversary book: “... celebrate the accomplishments of the people

The celebration was adjourned and meeting participants departed tyho make up the Acoustical Society of America and look ahead to all of the
participate in a Fellows Reception at the City Center and in a variety of’€W reasons to celebrate that we will have at our 100th birthday!” For those
tours that had been scheduled for Wednesday afternoon. members who were able to attend, | hope you found your participation in the

There were 250 participants in the Fellows Reception. Photograph&neeting productive and enjoyable. For members who were not able to join
were taken of fellows who were grouped by year of election. Wednesday
afternoon tours to the Steinway Piano Factory in Astoria, New York, the
Rose Planetarium at the Museum of Natural History in New York, a tour of
two church organs in Manhattan and a Circle Line cruise around Manhattan
Island drew many enthusiastic participants. In the evening meeting partici-
pants were treated to a special organ concert held at St. Thomas Church near
Fifth Avenue.

On Thursday evening a Social Hour was held at the Sheraton Hotel
which provided a place for meeting attendees to socialize. This was fol-
lowed by meetings of several of the Society’s technical committees, some of
which held joint meetings.

See Figures 13-25 for additional photos taken during the banquet.

In all the celebration was judged a great success by the participant:

For members who were unable to attend, the ASA has made the 75th Ann IG 10. ASA President llene Busch-Vishniac with Chester McKinney, re-
cipient of the Gold Medal.

us, | hope this report has given you a sense of the wonderful celebration that
was held in honoring the achievements of the past as well as the excitement
for the future of the Society and of its members.”

ILENE J. BUSCH-VISHNIAC

President 2003—-2004

Bailey, recipient of the R. Bruce Lindsay Award. mittee (centey with the future of acoustics presenters.
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FIG. 17. The Rossings and the Cruffsr): Jane Crum, Dolores Rossing,
Thomas Rossing, and Lawrence Crum.

FIG. 13. Banquet Masters of Ceremony Anthony AtchlByand Lawrence
Crum (r).

FIG. 18. Paul Schomer, Whitlow Au, and Mardi Hastirgjsr).

FIG. 14. Francis Kirschngr), member of the 75th Anniversary Committee,
with Mrs. Kirschner and Manfred Schroeder.

FIG. 19. Paul Ostergaard, Acoustical Society Foundation Ghaand Jim
West, ASA Past President.

FIG. 20. Pat Kuhl, 75th Anniversary Meeting Cochair and James L. Flana-
gan, ASA Past President and recipient of the National Medal of Science.
FIG. 15. Punita Singh and Thomas Rossing.
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FIG. 21. Jane and Larry Crum enjoy the strolling violinists at the banquet.

FIG. 25. Jim West, Bill Yost, and Bill Hartmann enjoying conversation at
the banquet.

ASA North Texas Regional Chapter awards at
Science Fair

More than 800 students from 86 North Texas schools competed in the
47th Dallas Morning News-Toyota Regional Science and Engineering Fair.
This year two Senior Division contestants won Outstanding Acoustics
Project Awards.

Mr. Cristian Oncescu, with the guidance of Ms. Karen Shepard, Plano
Senior School, Plano ISD, investigated low frequency sounds accompanying
physical phenomenée.g., sea storms, tornadoes, volcanic eruptions, and
aurorag (see Fig. 1 He developed JAVA pattern recognition and classifi-
cation programs to distinguish and locate two types of atmospheric distur-
bances. For the second year, Mr. Oncescu won First Place in the Senior
Earth and Space Sciences Division, and Third Place in Earth and Environ-
mental Science at the Texas State Science and Engineering Fair.

Mr. Yi Fang, with the guidance of Mr. Richard Smith, Jasper HS,
Plano ISD, investigated engineering considerations in microphone design.
Mr. Fang received Honorable Mention in the Senior Physics Division.

Dr. Peter Assmann, Dr. Deb Rekart, Dr. Ben Seep, and Dr. Laurie
Bornstein represented the Society.

FIG. 24. Joel Sackett climbs ladder to take banquet photo. FIG. 1. Christian Oncescu.
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Report of the Auditor

Published herewith is a condensed version of our auditor’s report for calendar year ended 31 December 2003.

Independent Auditors’ Report

To the Executive Council
Acoustical Society of America

We have audited the accompanying statements of financial position of the Acoustical Society of America as of 31 December 2003 and 31 December 2002
and the related statements of activities and cash flows for the years then ended. These financial statements are the responsibility of the Sgeragrg.man
Our responsibility is to express an opinion on the financial statements based on our audits.

We conducted our audits in accordance with auditing standards generally accepted in the United States of America. Those standards requine that we pla
and perform the audit to obtain reasonable assurance about whether the financial statements are free of material misstatement. An audit iimihgdes exam
on a test basis, evidence supporting the amounts and disclosures in the financial statements. An audit also includes assessing the accdestirsggrincip
and significant estimates made by management, as well as evaluating the overall financial statement presentation. We believe that our audits provide a
reasonable basis for our opinion.

In our opinion, the financial statements referred to above present fairly, in all material respects, the financial position of the Acousticalf Society o
America as of 31 December 2003 and 31 December 2002 and the changes in its net assets and its cash flows for the years then ended in conformity with

accounting principles generally accepted in the United States of America.

CONROQY, SMITH & CO.
Certified Public Accountants
April 7, 2004

New York, NY

ACOUSTICAL SOCIETY OF AMERICA
STATEMENTS OF FINANCIAL POSITION
AS OF 31 DECEMBER 2003 AND 2002

December 31

2003 2002
Assets:
Cash and cash equivalents............ccccocvevieeieeiiesie e $2,349,616 $1,282,066
Accounts receivable....................... 222,195 303,948
Marketable securities, at market.......... 5,053,884 5,171,458
Furniture, fixtures, and equipment—net............cccocceeriennnennn. 55,089 79,532
Other ASSETS....cciiiiiiee e ittt 483,789 362,264
Total ASSELS..cciiiieeiiiie et $8,164,573 $7,199,268
Liabilities:
Accounts payable and accrued eXpenses..........ccccvveervveeeinennnn $ 327,250 $ 313,297
Deferred rEVENUE..........oeviiiiiiiiiee e 1,196,196 1,430,153
Total iabilitiesS........cccveviiieeieiece e $1,523,446 $1,743,450
Net assets:
UNFESIMCIE. .....viiiiicie ettt $5,640,080 $4,588,629
Temporarily reStricted.........ccoveeiiiriiiieesiiee e 634,148 502,170
Permanently restricted...........cocoeviiiiieiiiiiii e 366,899 365,019
Total Net ASSELS......cceiieeeiiiee e $6,641,127 $5,455,818
Total liabilities and net assets............cccccceevveeeen
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ACOUSTICAL SOCIETY OF AMERICA
STATEMENTS OF ACTIVITIES
FOR THE YEARS ENDED 31 DECEMBER 2003 AND 2002

SOUNDINGS

December 31
2003 2002
Changes in Unrestricted Net Assets
Revenues:
DUEBS ..ttt ettt e et e $ 664,508 $ 659,240
PUBliShiNG—JASA......oo i 2,132,642 2,074,151
SEANAAITS. ... ettt 304,778 322,925
SPHNG MEELING......veiiiiiiieiiee et 186,353 182,808
Fall MEELING. ... .iiiieiie ettt 196,830 239,367
Other member SEIVICES FEVENUE. ..........cccviivireeeeeieiiiieeeeeseeiinnnes 17,488 16,175
(@431 USSR 102,190 93,071
Net assets released from restrictions............cccoccveiieeiiiieeiieenn. 68,348 72,637
$3,673,137 $3,660,374
Expenses:
PUBIISNING. ... $1,566,927 $1,458,604
S T [0 =T (o USSR 423,467 460,782
Spring Meeting.. 236,943 232,650
Fall Meeting.......... 201,540 289,208
Member Services.. 225,964 186,211
ONBE.c.e e 471,991 471,317
AdMINISTAtION.......viiiiiieicieee e 430,978 462,961
$3,557,810 $3,561,733
Net income from operations............ccccevveveevereerereneenn. $ 115,327 $ 98,641
Nonoperating activities:
Interest and dividends............cc.ooiuiioiieiiiiie e $ 120,426 $ 130,915
Realized(IosS9 0N iNVESIMENTS........c.evvveeeiieiiiieeeee e ( 569,494 ( 89,461
Unrealized gainloss on inVeStMEeNtS..........ccocvieeiieeeiiiieeenieeens 1,385,192 ( 606,821)
$ 936,124 $ 565,367
Increase (decrease) in unrestricted net assets......... ........... $1,051,451 ($ 466,726)

Changes in Temporarily Restricted Net Assets

CONLIDULIONS. ...ttt $ 23,341 $ 10,858
Interest and diVIdENS...........ccociveeiiieeeee e 22,768 27,137
Realized(loss ....... ( 107,668 (18,543
Unrealized gainloss.........cccceoeeiueenne. ( 261,885 ( 125,792
Net assets released from restrictions............coccvvieiiiiiieiicniceeee 68(348) ( 72,637
Increase (decrease ) in temporarily restricted net assets.... ($ 131,978 ($ 178,976
Changes in Permanently Restricted Net Assets
CONDULIONS. ...ttt $ 1,880 -
. . $ 1,880 —
Increase (decrease ) in permanently restricted net assets......
) $1,185,309 ($ 645,702
Increase (decrease ) in NEt @SSEetS.......ccceevveriiiiieeiieeie e
L 5,455,818 6,101,520
Net assets at beginning of year..........ccccooveveiiiieneiice i
$6,641,127 $5,455,818
Net assets at end Of Year...........ccecveviiiiieiiciiic
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USA Meetings Calendar indexed by author and inventor. Pp. 816. Price: $g@perboung ASA

members $2%clothbound; Nonmembers $60clothbound.

Volumes 65-74, 1979-1983: JASA and Patents. Classified by subject and

indexed by author and inventor. Pp. 624. Price: ASA members(faper-
ound; Nonmembers $7%clothbound.

§0Iumes 75-84, 1984-1988: JASA and Patents. Classified by subject and

indexed by author and inventor. Pp. 625. Price: ASA members($aper-

bound; Nonmembers $80clothbound.

Volumes 85-94, 1989-1993: JASA and Patents. Classified by subject and

indexed by author and inventor. Pp. 736. Price: ASA members(f&per-

"bound; Nonmembers $80clothbound.

Volumes 95-104, 1994-1998: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632, Price: ASA members(gdper-
bound; Nonmembers $90clothbound.

Volumes 105-114, 1999-2003: JASA and Patents. Classified by subject and
indexed by author and inventor. pp. 616 Price: ASA members $50; Non-
members $9@paperboung

Listed below is a summary of meetings related to acoustics to be hel
in the U.S. in the near future. The month/year notation refers to the issue i
which a complete meeting announcement appeared.

2004
15-19 November 148th Meeting of the Acoustical Society of America
San Diego, CAlAcoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; Email:
asa@aip.org; WWW:http://asa.aip.@rg

2005
16—-20 May 149th Meeting joint with the Canadian Acoustical As-
sociation, Vancouver, Canad#coustical Society of
America, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2360; Fax:
516-576-2377; Email: asa@aip.org; WWW:http:// REVISION LIST

asa.aip.orgy .
16-19 May Society of Automotive Engineering Noise and Vibration New Associates
Conference, Traverse City, MPatti Kreh, SAE Inter- Aaron, Peters F., NSWCCD Code 713, 9500 MacArthur Blvd., West
national, 755 W. Big Beaver Rd., Ste. 1600, Troy, Ml Bethesda, MD 20817-5700
48084, Tel.: 248-273-2474; Email: pkreh@saelorg Andrade, Joseph D., Dept. of Bioengineering, Univ. of Utah, 50 South
18-22 July 17th International Symposium on Nonlinear Acoustics, Central Campus Dr., Rm. 2480 MEB, Salt Lake City, UT 84112-9202.
State College, PAAnthony Atchley, The Pennsylvania Barber, Frank E., National Ctr. for Physical Acoustics, Univ. of Mis-
State University, 217 Applied Research Lab Building, sissippi, One Coliseum Dr., University, MS 38677.
University Park, PA 16802; Tel: 814-865-6364 E-mail: Barnhart, Timothy J., NSWCCD CODE 713, 9500 MacArthur Blvd.,
ISNA17@outreach.psu.edu; West Bethesda, MD 20817-5700.
WWW: http:www.outreach.psu.edu/c&ifisnal7/ Barrett, Jillian G., 5520 Corte Sierra, Pleasanton, CA 94566.
17-21 October ~ 150th Meeting joint with Noise-Con, Minneapolis, Benfield, Mark C., Coastal Fisheries Inst., Louisiana State Univ., 2179
Minnesota, [Acoustical Society of America, Suite Energy, Coast & Environment Bldg., Baton Rouge, LA 70803.
INO1, 2 Huntington Quadrangle, Melville, NY 11747- Binns, Michael D., Acoustical Solutions, Inc., 2852 East Parham Rd.,
4502; Tel.: 516-576-2360; Fax: 516-576-2377; Email: Rjchmond, VA 23228.
asa@aip.org; WWW:http://asa.aip.grg Bischoff, Lance B., Bernhard Shipps and Associates, 654 Chester Ave.,

Moorestown, NJ 08057.
. Bitton, Gabriel, Glucon Medical, Pinsker 70, Petach Tikva, 49130 Is-
Cumulative Indexes to the Journal of the rael
Acoustical Society of America Bocko, Mark F., Electrical and Computer Eng., Univ. of Rochester,
205 Hopeman Bldg., Rochester, NY 14627.
Brambilla, Giovanni, Via Rimini 14, Rome 00182 lItaly.
Brock, Derek P., Naval Research Lab., Code 5513, 4555 Overlook
Ordering information: Orders must be paid by check or money order inAve., SW, Washington, DC 20375.

U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American Buchholz, Jorg M., Univ. of Western Sydney, MARCS Auditory Labs.,
Express credit cards. Send orders to Circulation and Fulfillment Division,Locked Bog 1797, Penrith South DC NSW 1797 Australia.

American Institute of Physics, Suite 1INO1, 2 Huntington Quadrangle, Buchner, Herbert W., Univ. of Erlangen-Nuremberg, Telecommunica-
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 pertions Lab., Cauerstr. 7, Erlangen D-91058 Germany.
index. Caldwell, Jack, 314 Greenpark Dr., Houston, TX 77079-6414.

Some indexes are out of print as noted below. Chen, Angela C., The Greenbusch Group, Inc., 1900 West Nickerson

Volumes 1-10, 1929-1938: JASA, and Contemporary Literature, 1937St., Ste. 201, Seattle, WA 98119.

1939. Classified by subject and indexed by author. Pp. 131. Price: ASA Cheng, Jason Y., Emergency Medicine, Univ. of Cincinnati, 231 Albert
members $5; Nonmembers $10. Sabin Way, Cincinnati, OH 45267-0769.

Volumes 11-20, 1939-1948: JASA, Contemporary Literature and Patents.  Clarkson, Marsha G., Georgia State Univ., Dept. of Psychology, MSC
Classified by subject and indexed by author and inventor. Pp. 395. Out 02A1155 33 Gilmer St., SE Unit 2, Atlanta, GA 30303-3082.

Print. Cushner, Joshua M., Shen, Milson and Wilke Inc., Acoustics, 417 Fifth
Volumes 21-30, 1949-1958: JASA, Contemporary Literature and Patentsive., New York, NY 10016.

Classified by subject and indexed by author and inventor. Pp. 952. Price: D’Souza, Karl S., ABAQUS, Inc., Engineering Specialists, 1080 Main
ASA members $20; Nonmembers $75. St., Pawtucket, Rl 02860.

Volumes 31-35, 1959-1963: JASA, Contemporary Literature and Patents.  Davidson, Lisa, New York Univ., Linguistics, 719 Broadway, 4th FI.,
Classified by subject and indexed by author and inventor. Pp. 1140. PricéNlew York, NY 10003.

ASA members $20; Nonmembers $90. Disner, Sandra F., 619 Tuallitan Rd., Los Angeles, CA 90049.
Volumes 36-44, 1964-1968: JASA and Patents. Classified by subject and  Duncan, Edward C., Resource Systems Group, Inc., 331 Olcott Dr.,
indexed by author and inventor. Pp. 485. Out of Print. Ste. U1, White River Junction, VT 05001.

Volumes 36-44, 1964-1968: Contemporary Literature. Classified by sub- Duty, Jason R., Charles M. Salter Associates, Inc., 130 Sutter St., Ste.
ject and indexed by author. Pp. 1060. Out of Print. 500, San Francisco, CA 94104.

Volumes 45-54, 1969-1973: JASA and Patents. Classified by subject and  Eckenrode, Glenn M., NSWCCD CODE 713, 9500 MacArthur Blvd.,
indexed by author and inventor. Pp. 540. Price: $g@perbouny ASA West Bethesda, MD 20817-5700.

members $25clothbound; Nonmembers $60clothbound. Giurgiutiu, Victor, Mechanical Engineering, Univ. of South Carolina,
Volumes 55-64, 1974-1978: JASA and Patents. Classified by subject an@00 South Main St., Columbia, SC 29208.

1854 J. Acoust. Soc. Am., Vol. 116, No. 4, Pt. 1, October 2004 Acoustical News USA



SOUNDINGS

Grigos, Maria I., Dept. of Speech Lang. Pathology Audio., New York Quintos, Dario J., IAA Technologies, Unit 125 Regalia Park Tower,

Univ., 719 Broadway, Ste. 200, New York, NY 10003. 150 P. Tuazon Blvd., Cubao, Quezon City, 1109 Philippines.
Groves, David L., 4076 Jami Ln., Snellville, GA 30039. Restrepo, Juan M., Mathematics Dept., Univ. of Arizona, Mathematics
Hahn, Thomas R., AMP, Univ. of Miami, RSMAS, 4600 Rickenbacker Bldg., Tucson, AZ 85721.
Cswy., Miami, FL 33155. Runia, John, Theatre Projects Consultants, 25 Elizabeth St., South
Halberstam, Benjamin, 329 Aycrigg Ave., Passaic, NJ 07055. Norwalk, CT 06854.
Hedges, Richard B., SPL Control, Inc., 1400 Bishop St., Cambridge Rybakov, Leonard, Overseas Connection Company, 7510 Sunset
ON N1R 6W8 Canada. Blvd., #1044, Los Angeles, CA 90046.
Holland, Stephen D., 1125 Florida Ave., #510, Ames, IA 50014. Schwob, Michael A., JBA Consulting Engineers, 5040 West Edna

Howse, Geoffrey D. S., Industrial Acoustics Co Ltd., Engineering, Ave., Las Vegas, NV 89146.
IAC House, Moorside Rd., Winchester, Hants SO23 7US, United Kingdom. Shimamura, Tetsuya, Saitama Univ., Dept. of Inform. & Comput. Sci.,
Hsieh, Elaine Y., Charles M. Salter Associates Inc., Acoustical Engi-255 Shimo-Okubo, Saitama 338-8570 Japan.

neering Consultant, 130 Sutter St., 5th Fl., San Francisco, CA 94104. Showen, Robert L., ShotSpotter, Inc., 809B Cuesta, #205, Mountain
Johnstone, Tom, Univ. of Wisconsin-Madison, WM Keck Lab. for View, CA 94040.
Functional Brain Imaging and Behavior, 1500 Highland Ave., Madison, WI Sifakis, Minas K., Lakonias 4 St., Athens 115 23, Greece.
53705. Tutton, Robert L., NSWCCD Code 713, 9500 MacArthur Blvd., West
Kinch, Matthew S., Hoover & Keith, Inc., 11391 Meadowglen Ln., Bethesda, MD 20817-5700.
Ste. D, Houston, TX 77082. Vanbhille, Christian, ESCET, Univ. Rey Juan Carlos, Tulipan, s/n, Mos-
Kochanski, Greg P., Phonetics Lab., Univ. of Oxford, 41 Wellington toles, Madrid, 28933 Spain.
Square, Oxford OX1 2JF, UK. Walsh, Timothy F., Computational Solid Mechanics and Structural Dy-
Konofagou, Elisa E., Columbia Univ., Biomedical Engineering MC namics, Sandia National Labs., P.O. Box 5800, MS 0380, Albuquerque, NM
8904, 1210 Amsterdam Ave., 351 Eng. Ter., New York, NY 10027. 87185.
Kroeker, John P., Eliza Corporation, 350G Cummings Ctr., Beverly, Warda, Joseph, 43-60 Douglaston Parkway, Apt. 420, Douglaston, NY
MA 01915. 11363.
Kumar, Anurag, Geo-Marine, Inc., 11846 Rock Landing Dr., Newport Wester, Eric C., Engineering Dynamics, Industrial-Research Limited,
News, VA 23606-4206. 24 Balfour Rd., Parnell, P.O. Box 2225, Auckland 0001 New Zealand.
Kunisato, Seto, Mechanical Dept., Saga Univ., 1 Honjo-machi, Saga Wiggins, Sean M., MPL, Scripps Inst. of Oceanography, 9500 Gilman
840-8502 Japan. Dr., MC 0205, La Jolla, CA 92093-0205.
Kurtz, Alexis D., 2277 Westlake Court, Oceanside, NY 11572. Wilder, William D., 14200 Olive View Dr., Sylmar, CA 91342.
Li, Pai-Chi, Electrical Engineering, National Taiwan Univ., No. 1, Sec. Williams, Duncan P., Underwater Systems, DSTL, Rm. N106, Bldg.
4, Roosevelt Rd., Taipei, 106 Taiwan, ROC. A32, Winfrith Technology Center, Dorchester DT2 8WX, UK.
Liangwu, Cai, Kansas State Univ., Mechanical & Nuclear Engineer- Wong, Willy, Dept. of Electrical and Computer Eng., Univ. of Toronto,
ing, 331 Rathbone Hall, Manhattan, KS 66506. 10 King's College Rd., Toronto ON M5S 3G4 Canada.
Martin, Rainer, Ruhr-Univ. Bochum, Inst. of Communication Acous- Wood, Gary, SoniSys, Inc., 735 North Water St., Ste. 830, Milwaukee,
tics IC1-131, Bochum 44780, Germany. WI 53202.

McClatchie, Sam, South Australian Aquatic Sciences Center, Sardi Wort, Philip M., 61 Findlay Ave., Ottawa ON, Canada K1S 2V1.
Aquatic Sciences, 2 Hamra Ave., West Beach, Adelaide SA 5024 Australia. Yontz, Barbara F., Watkins College of Art, 2298 MetroCtr. Blvd.,
Miller, Denise M., Lewis Goodfriend and Associates, 760 Route 10 Nashville, TN 37228.

West, Whippany, NJ 07981. Yu, Alan C., Univ. of Chicago, Linguistics, 1010 East 59th St., Chi-
Mitra, Partha P., Neuroscience, Cold Spring Harbor Lab., Freemarcago, IL 60637.
Bldg., 1 Bungtown Rd., Cold Spring Harbor, NY 11724. Zhang, Weiguo, 37620 Scotsdale Circle, #203, Westland, M| 48185.

Munhall, Kevin G., Psychology, Queen’s Univ., 62 Arch St., Kingston
ON K7L 3N6 Canada.

Nakashima, Ann M., Defense Res. and Develop. Canada Toronto, Hu-
man Factors Res. and Eng. Section, 1133 Sheppard Ave., West, Toronto, ONew Students
M3M 3B9 Canada.

Nocke, Christian, Alte Raad 20A, Oldenburg D-26127 Germany. Abercrombie, Clemeth L., 105 East Green C14, Champaign, IL 61820.

Nogaki, Geraldine, Auditory Implants and Perception, House Ear Inst., ~ Alexander, Jennifer A., Linguistics, Northwestern Univ., 2016 Sheri-
2100 West Third St., Los Angeles, CA 90057. dan Rd., Evanston, IL 60208. _

Orlando, Aristizabal, Skirball Inst. NYU Medical Ctr., Structural Biol- Allen, Matt S., 2402 Inverloch Circle, Duluth, GA 30096.
ogy, 540 First Ave., 5th Fl., Lab 13, New York, NY 10016. Angert, Phillip E., 2518 Dana St., Berkeley, CA 94704.

Park, Junhong, National Research Council, MS 462 NASA Langley Baird, David, New Mexico Tech, 801 Leroy Place, Socorro, NM
Research Ctr., Yorktown, VA 23681-2199. 87801 ) ) . .

Parker, Judith A., English, Linguistics and Speech, Mary Washington __Baker, Brad N., Mechanical Engineering, Univ. of Idaho, P.O. Box
College, 1301 College Ave., Fredericksburg, VA 22401. 440902, Moscow, ID 83844-0902.

Persson Waye, Kerstin B.-M., Environmental Medicine, Gotebord Barger, Mari M., 13433 Roosevelt Way, North #201, Seattle, WA
Univ., The Sahlgrenska Academy, Box 414, Medicinaregatan 16A, Gotebor@8133-

40530 Sweden. Bauer, Il, Paul F., P.O. Box 8742, Bloomington, IN 47407.
Pinto, Mario A., NSWCCD Code 713, 9500 MacArthur Blvd., West Bechwati, Fouad G., Flat 2305 City Heights, Victoria Bridge St., Sal-
Bethesda, MD 20817-5700. ford, Lancashire M3 5AS, UK.
Pinyard, Scott, Shen Milsom and Wilke, Inc., 417 5th Ave., 5th FI., Bodony, Daniel J., Dept. of Aeronautics and Astronautics, Stanford
New York, NY 10016. Univ., 496 Lomita Mall, Rm. 362, Stanford, CA 94305-4035.
Polonichko, Vadim, SonTek, 6837 Nancy Ridge Dr., Ste. A, San Di- Botto, Lorenzo, Mechanical Engineering, Johns Hopkins Univ., 3400
ego, CA 92121. North Charles, Baltimore, MD 21218.
Pride, Jeffrey B., Engineering Dynamics International, 8420 Delmar Brown, Meredith A., 320 Memorial Dr., Cambridge, MA 02139.
Blvd., St. Louis, MO 63132. Bubnash, Brian, 775 Changing Seasons Rd., Westminster, MD 21157.
Qiong, Zhang, Dalian Scientific Test & Control Tech. Inst., Adminis- Budhl_akoti, Suvrat, Artificial Intelligence Group, Beckman Inst. of Ad-
ter, P.O. Box 67, Zhongshan District, Binhai St. 14, Dalian, Liaoning vanced Sci. and Tech., 405 North Mathews Ave., Urbana, IL 61801.
116013, People’s Republic of China. Ca, Ji, In_dustrlal System Engineering, Univ. of Regina, 3737 Wascana
Quinlan, John A., Rutgers Univ., Inst. of Marine and Coastal SciencesParkway, Regina SK S4S 0A2, Canada.
71 Dudley Rd., New Brunswick, NJ 08901. Calandruccio, Lauren, 361 Slocum Heights, Apt. 2, Syracuse, NY
13210.
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Campos-Astorkiza, Rebeka, USC Linguistics, 3601 Watt Way, GFS Park, Hanyong, Linguistics Dept., Indiana Univ., 322 Memorial Hall,

301, Los Angeles, CA 90089-1693. 1021 East 3rd St., Bloomington, IN 47405.
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Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

SOUNDINGS

International Meetings Calendar

Below are announcements of meetings and conferences to be held
abroad. Entries preceded by &nare new or updated listings.

October 2004
4-8

6-8

27-29

November 2004
3-5

15-18

17-19

December 2004
8-10

March 2005
14-17

April 2005
18-21

May 2005
16-20

June 2005
20-23

J. Acoust. Soc. Am. 116 (4), Pt. 1, October 2004

8th Conference on Spoken Language Processing
(INTERSPEECH), Jeju Island, Korea. (Web:
www.icslp2004.org

Acoustics Week in Canada Ottawa, ON, CanaddJ.
Bradley, NRC Institute for Research on Construction
[Acoustics Sectioy Ottawa, Ontario, K1A OR6
Canada; Fax:+1 613 954 1495; Web: caa-aca.ca/
ottawa-2004.html

Institute of Acoustics Autumn Conference Oxford,
UK. (Web: www.ioa.org.uk

Reproduced Sound 20 Oxford, UK.

(Web: www.ioa.org.uk

*25th Symposium on Ultrasonic Electronics Sap-
poro, Japan(Web: use-jp.org/USEframepage_E.html

Australian  Acoustical ~ Society  Conference—
Transportation Noise & Vibration, Surfers Paradise,
Queensland, AustraligFax: +61 7 6217 0066; Web:
www.acoustics.asn.au/conference/index)htm
Autumn Meeting of the Swiss Acoustical Society
Rapperswil, SwitzerlandFax: +41 419 62 13; Web:
www.sga-ssa.ch

*17th Biennial Conference of the New Zealand
Acoustical Society Wellington, New Zealand(Web:
www.acoustics.org.nz

15th Meeting of the Russian Acoustical Society
Nizhny Novgorod, RussidFax: +7 95 126 0100; Web:
www.akin.ru

7th National Congress of the Turkish Acoustical So-
ciety, Nevsehir-Cappadocia, TurkeyWeb: www.tak-
.der.org

*Tenth Australian International Conference on
Speech Science & TechnologySydney, Australia.
(Web: www.assta.org/sst/2004

*31st Annual Meeting of the German Acoustical So-
ciety (DAGA05), Munich, Germany. (Web:
daga2005.de

International Conference on Emerging Technologies
of Noise and Vibration Analysis and Control, Saint
Raphak France.(Fax: +33 4 72 43 87 12; e-mail:
goran.pavic@insa-lyon)fr

149th Meeting of the Acoustical Society of America
Vancouver, British Columbia, Canad#ASA, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Fax:+1 516 576 2377; Web: asa.aip.org

*|EEE Oceans05 Europe Brest, France.(ENST

23-24

28-1

July 2005
11-14

August 2005
6-10

28-2

September 2005

4-8

5-9

11-15

14-16

October 2005
19-21

June 2006
26-28

July 2007
9-12

September 2007
2-7

9-12

0001-4966/2004/116(4)/1859/3/$20.00

Bretagne—Technope Brest Iroise, 29238 Brest Ce-
dex, France; Fax: +33 229 00 1098; Web:
www.oceans05europe.org

*2nd Congress of the Alps-Adria Acoustical Associa-
tion (AAAA2005), Opatija, Croatia.

(Web: had.zea.fer.lhr

International Conference on Underwater Acoustic
Measurements: Technologies and Result$ieraklion,
Crete, Greece.

(Web: uameasurements2005.iacm.forth.gr

12th International Congress on Sound and Vibra-
tion, Lisbon, Portugal(Web: www.iiav.org

Inter-Noise, Rio de Janeiro, Brazil. (Web:

www.internoise2005.ufsc.pr

EAA Forum Acusticum Budapest 2005 Budapest,
Hungary.(l. Baba, OPAKFI, Fou. 68, Budapest 1027,
Hungary; Fax: +36 1 202 0452; Web:

www.fa2005.0rg

9th Eurospeech Conferenc EUROSPEECH’2005,
Lisbon, Portugal. (Fax: +351 213145843; Web:
www.interspeech2005.0rg

Boundary Influences in High Frequency, Shallow
Water Acoustics Bath, UK. (Web:
acoustics2005.ac.uk

6th World Congress on Ultrasonics Beijing, China.
(Secretariat of WCU 2005, Institute of Acoustics, Chi-
nese Academy of Sciences, P.O. Box 2712 Beijing,
100080 China; Fax: +86 10 62553898; Web:
www.ioa.ac.cn/wcu2005

*Autumn Meeting of the Acoustical Society of Ja-
pan, Sendai, Japar{Acoustical Society of Japan, Na-
kaura 5th-Bldg., 2-18-20 Sotokanda, Chiyoda-ku, To-
kyo 101-0021, Japan; Faxt81 3 5256 1022; Web:
www.asj.gr.jp/index-en.html

36th Spanish Congress on Acoustics Joint with 2005
Iberian Meeting on Acoustics TerrassaBarcelona,
Spain. (Sociedad Espaita de Acstica, Serrano 114,
28006 Madrid, Spain; Faxi+34 914 117 651; Web:
www.ia.csic.es/sea/index.html

*9th Western Pacific Acoustics Conference
(WESPAC 9), Seoul, Korea(Web: www.wespac9.oig

14th International Congress on Sound and Vibration

(ICSV14), Cairns, Australia. (e-mail:
n.kessissoglou@unsw.edu)au
19th  International Congress on Acoustics

(ICA2007), Madrid, Spain(SEA, Serrano 144, 28006
Madrid, Spain; Web: www.ica2007madrid.grg
*ICA Satellite Symposium on Musical Acoustics
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(ISMA2007), Barcelona, Spain(SEA, Serano 144, The last column of the compilation below shows the number of regis-
28006 Madrid, Spain; Web: www.ica2007madridjorg  tered participantgincluding students from the various countries repre-
sented at the Congress. The other columns show the number of participants

June 2008

23-27 *Joint Meeting of European Acoustical Association @t Prévious Congresses held in Torori986, Belgrade(1989, Beijing
(EAA), Acoustical Society of America(ASA), and (1992, Trondheim(1995, Seattle(1998, and Rome(2001). The table re-
Acoustical Society of France(SFA), Paris, France(e- flects the fact that there have been some political changes in the 18 years
mail: phillipe.blanc-benon@ec-lyon)fr covered by these statistics.

Statistics—18th International Congress on
Acoustics in Kyoto 2004

Statistics of the 18th International Congress on Acoustics which was
held in Kyoto 4—9 April 2004 have now been released by the organizers.

TABLE I.
Country Toronto Belgrade Beijing Trondheim Seattle Rome Kyoto
Algeria 0 0 0 1 0 1 0
Argentina 5 0 0 0 0 5 0
Armenia 0 0 0 1 0
Australia 19 4 12 19 36 27 16
Austria 0 2 0 6 11 10 5
Belarus 0 0 0 2 0
Belgium 8 9 4 9 15 23 14
Brazil 4 1 3 3 12 18 4
Bulgaria 1 6 0 0 0 0 0
Canada 171 18 10 10 75 17 22
Chile 0 0 1 1 2 3 0
China 19 15 370 4 a7 30 52
Colombia 0 0 0 0 1 0 0
Croatia 1 0 0 6 0
Czech Republic 4 3 11 3
Czechoslovakia 1 7 0
Denmark 23 19 9 28 17 25 20
Egypt 1 1 0 0 1 1 1
Estonia 0 4 2 3 1
Finland 2 4 2 10 7 14 10
France 98 67 35 63 95 99 39
Germany(FRG) 71 55 32 41 49 64 58
Germany(GDR) 1 3
Greece 0 3 0 0 1 4 0
Hong Kong 0 0 2 0 4 0 3
Hungary 3 22 0 11 1 6 1
Iceland 0 0 0 0 0 1 1
India 7 8 3 3 9 12 6
Indonesia 0 0 1 0 0 2 1
Iran 0 1 2 0 0 0 1
Ireland 0 0 0 0 3 3 0
Israel 2 0 3 0 3 3 2
Italy 15 13 8 16 28 160 21
Japan 143 87 106 96 173 237 723
Korea 2 0 21 4 33 25 69
Kuwait 0 0 0 0 0 1 0
Lebanon 0 0 0 0 0 2 0
Lithuania 0 0 0 2 2
Malaysia 0 0 2 0 0 0 0
Mexico 0 0 0 0 8 2 1
Morocco 0 0 1 0 0 0 0
Netherlands 18 21 8 14 27 19 21
New Zealand 4 1 0 2 9 5 3
Nigeria 1 0 0 0 0 0 5
Norway 8 9 3 89 18 24 7
Peru 0 0 0 1 0 0 1
Poland 10 16 2 24 12 36 13
Portugal 1 1 1 3 0 9 5
Romania 0 1 0 1 0 6 0
Russia 8 13 27 32 11
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TABLE I. (Continued)

Country Toronto Belgrade Beijing Trondheim Seattle Rome Kyoto
Serbia & Monten. 2
Singapore 2 0 3 1 3 2 2
Slovakia 1 1 3 2
Slovenia 0 0 0 3 0
South Africa 8 1 1 0 3 0 0
Spain 16 4 2 7 13 25 12
Swaziland 7
Sweden 21 16 10 40 25 35 18
Switzerland 3 4 0 7 7 21 2
Taiwan 10
Thailand 0 0 1 0 0 0 0
Tunisia 0 0 0 0 0 2 1
Turkey 1 0 0 1 1 7 1
UAE 0 0 0 0 0 0 1
Uganda 0 0 0 0 0 0 2
United Kingdom 46 27 20 35 77 55 41
Ukraine 0 0 2 1 0
Uruguay 0 0 0 0 0 2 0
USA 201 61 64 69 1066 176 89
USSR 12 31

Uzbekistan 0 0 0 1 0
\enezuela 0 0 0 0 2 3 0
Yugoslavia 6 169 3 0 3 6

Total 954 707 754 642 1932 1293 1332
Accompanying 133 63 95 98 192 N/A 91
persons
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See “Book Reviews Editor’s Note,” J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Fundamentals of Ocean Acoustics are developed, showing the correlation of acoustically measured properties
.. with those of the media, such as turbulence and internal waves. Three new
(3rd edition )

topics are presented: the small slope scattering approximation, scattering by
. highly anisotropic inhomogeneities with a fractal spectrum, and attenuation
L. M. Brekhovskikh and Yu. P. Lysanov of low frequency sound in an underwater sound channel. The last chapter
Springer-Verlag, New York, 2002. treats the propagation and scattering from bubbles in_ the sea. The effects of
xiv+277 pp. Price $99.00 (hardcover), ISBN: 0387954678. bubble_ c_Iouds on the speed, scattgrl_n_g, and absorption of sognd are shown
by deriving the complex compressibility based on the scattering of sound
In approximately 10 year intervals this book has been published, witHfrom single spherical bubbles that are small compared to the acoustic wave-
some revisions, this being the third edition. The authors are two of the modength. Some new material is presented but this reviewer does not see that it
distinguished undersea acoustic scientists in the world and this book exhibi@dds much to the fundamental issues of propagation, scattering, and absorp-
their breadth and depth and their deft ability to convey the essentials to théon in the sea. None of the ocean experimental results that have been pub-
reader. The first two editions were reviewed by Claude Horton and Bolished in the last 20 years are reviewed or cited.
Beyer, respectively, and it is indeed an honor to follow them. It is interesting to note that there is no reference to computational
Chapter one introduces the reader to some of the most important feanethods. Even in the section on the parabolic equation there is only one
tures of the sea that affect ocean acoustics and to the fundamental acousfiference(to the work of Fred Tappert There is no reason given for this
effects that they cause, such as sound speed variability, scattering from thgnission in the preface. Other fields that are not covered are phase conju-
boundaries, b_ubbles_, and scatteri_ng Ia)_/er_s. The authors_ have adde_d a ”tﬁ‘étion, time reversal, and matched field processing, all very popular today,
more on ambient noisealthough this topic is not covered in the remainder p¢ |ogically omitted from a book that does not include object detection as
of th_e book, and introduced a relative newcomer to the field, intrather- one of its objectives.
mocline lenses. The references for each chapter are listed at the end of the book. There

From Chapter two onward the fundamentals of the theories of ProPas e some additional 60 references in this edition. The reader should be aware

gation and scattering are treated. The book is compact and the reader P - ; )
) ) that the reference list is only a representative sample of the literature and is
expected to be mathematically prepared for what is comihgieed the .
by no means meant to be comprehensive.

authors, in the third edition, state in the preface “The book is intended for The book is highly recommended as a suitable advanced text or as a

experts in acoustics and oceanology, engineers, postgraduates and studen

of universities and institutes of geophysical and hydrometeorological pro!€TeTence for the practitioner of acoustics. There are a few minor mistakes,

files.”) The reader is expected, often, to fill in the mathematical steps bePut their discovery will serve the user well. For those who already have an
tween equations. Idealized physical models of the sea are only introduced Ejarller edition itis g personal call to know whether or not it is worth $100.00
give physical insight to more realistic problems. Three new topics are prefor the new material.

sented: an interesting section on weakly divergent bundles of(naeep

watel), a section on coupled modes in range dependent wave guides, andRALPH R. GOODMAN

brief and somewhat descriptive section on ocean acoustic tomographjpepartment of Marine Science

Chapters nine and ten introduce the methods for treating the sea as a stdniversity of Southern Mississippi

chastic medium. The theories of propagation and scattering in random mediatennis Space Center, Mississippi 39529
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REVIEWS OF ACOUSTICAL PATENTS

Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.
Patents are available via the Internet at http://www.uspto.gov.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception, Incorporated, Box 39536, Los Angeles, California 90039

JOHN M. EARGLE, JME Consulting Corporation, 7034 Macapa Drive, Los Angeles, California 90068

MARK KAHRS, Department of Electrical Engineering, University of Pittsburgh, Pittsburgh, Pennsylvania 15261

DAVID PREVES, Starkey Laboratories, 6600 Washington Ave. S., Eden Prarie, Minnesota 55344

DANIEL R. RAICHEL, 2727 Moore Lane, Fort Collins, Colorado 80526

CARL J. ROSENBERG, Acentech Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138

NEIL A. SHAW, Menlo Scientific Acoustics, Inc., Post Office Box 1610, Topanga, California 90290

ERIC E. UNGAR, Acentech, Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138

ROBERT C. WAAG, Univ. of Rochester, Department of Electrical and Computer Engineering, Rochester, New York 14627

6,732,744 5 4 6 n 12
1 ) )\ e
43.20.Tb METHOD FOR THE ULTRASONIC 1 il
TREATMENT OF HAIR AND OTHER KERATINOUS
FIBERS T Mo -
Michael Andrew Olshavsky and Ke Ming Quan, assignors to The t 7 / k i
Procter & Gamble Company 2 7 8 9 3 10

11 May 2004(Class 132200 filed 7 December 2001 ducer, and signal conditioning and signal analysi$l, particularly Cep-
~ The process for the oxidative treatment of keratinous fibers in humarstrum analysis, to perform the nondestructive analysis. This method is de-
hair for the purpose of changing the color quality of the hair consists ofscriped as less destructive than a “hammer” technique and more precise

placing a chelantessentially a bleaching agerind an ultrasonic treatment w4 some other nondestructive techniques. The patent provides an introdu-
device close to the fiber. Energizing the ultrasonic device has the effect Otfion o the use of this technique and its proposed application.—

o NAS
9 S '/ Fon
o7
] !
] \ 6,732,515
- o e 43.35.Ud TRAVELING-WAVE THERMOACOUSTIC

enhancing the deposition of the chelant onto the fiber. In another embodi

|_
ment, a comb device, connected to two reservoirs for materials used to treﬁNGINES WITH INTERNAL COMBUSTION

keratinous fibers, mixes and dispenses two materials to the hair under ultra- . . .
sound activation—DRR Nathan Thomas Well_and et al, assignors to Georgia Tech
Research Corporation

11 May 2004 (Class 60520); filed 13 March 2003

6.728.661 The device described in this patent in essence is a thermoacoustic
' ' Stirling engine, which is comprised of a hot and a cold heat exchanger and
43.20.Ye NONDESTRUCTIVE ACOUSTIC METHOD a regenerator. The heat exchangers set up a thermal gradient in a regenerator

AND DEVICE, FOR THE DETERMINATION OF that is located between them and that contains packing material that is fine
DETACHMENTS OF MURAL PAINTINGS enough so that the working fluid in the regenerator is essentially in equilib-
rium with the packing around it, but not so fine as to prevent the passage of

Giovanni Bosco Cannelli and Paola Calicchia, assignors to acoustic waves. As an acoustic travelling wave passes through the regenera-
Consiglio Nazionale Delle Ricerche tor’s compressible fluid, it imparts pressure and velocity fluctuations to a
27 April 2004 (Class 702187); filed in Italy 25 June 1999 small volume of the fluid and thus assists in the transfer of thermal energy.

The detection of the amount of detachment of the separation zones i devices according to the present patent the hot heat exchanger is repla.lced
the layers in frescos and murals, or other stratified structures, without doin§y @ combustor, and means are provided for removal of the cold combustion
more damage to the piece of art or structure is described. The invention us@oducts. A thermally insulated external feedback path directs a portion of
a nondestructive method that may be quite useful in the restoration procestie acoustic traveling wave from the hot side to the cold side of the
The system uses an acoustic sout¢ceacoustic receiveR, suitable trans-  regenerator.—EEU
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6,725,704 transducer elements in one ring decreases the number of connecting cables
between the probe and the main body. The Fresnel ring is moved every
43.35.Zc GAS ANALYZER ultrasonic reception cycle, thus scanning an object three-dimensionally with

an ultrasonic beam.—DRR
Jesper Lange and Jorgen Christensen, assignors to PAS
Technology A'S
27 April 2004 (Class 7323.2); filed in Denmark 14 January 2000

6,718,041

The gas analyzer described in this patent consists of a measuring
chamber, gas inlet and outlet channels, and a means for providing a predé3.38.Hz ECHO ATTENUATING METHOD AND
termined volume flow rate through the measuring chamber. As an applie@ EVICE
pulsating magnetic field acts on the gas, it affects the oxygen in the gas,
resulting in pressure changes that are sensed by a microphone. The applica- Bernard Debail, assignor to France Telecom
tion of pulsating electromagnetic radiation, such as infrared light, results in 6 April 2004 (Class 38166); filed in France 3 October 2000
periodic heating and attendant pressure charidepending on the wave-

length of the radiation and the presence of certain compopentich also An echo-cancelling teleconference terminal is made up of a conven-

. t'PnaI video monitor7, including loudspeaket3, plus an array of micro-
honesl0, and associated electronic circuitry. At the beginning of a confer-
ence session, a brief maximal-length sequence test signal is generated and
the early-sound transfer function between the loudspeaker and each micro-
phone is estimated in the form of an impulse response. At this point, antenna
6,736,779 theory takes over, both in the signal processing itself and in the text of the

43.38.Fx ULTRASONIC PROBE AND ULTRASONIC
DIAGNOSTIC DEVICE COMPRISING THE
SAME

flow restrictions and cavities, designed so that external noise is kept out
the measuring chamber.—EEU

Shuzo Sancet al, assignors to Hitachi Medical Corporation
18 May 2004(Class 600447); filed in Japan 17 September 1999

In this ultrasonic probe, two-dimensional array transducer elements are,
arrayed convexly in two perpendicular directions. This allows three-
dimensional scanning of an object with an ultrasonic beam. By switching a
selecting circuit, the shape and position of the probe’s effective ultrasound
emitting and receiving diameter are arbitrarily determined. Bundling the

; 1 mgggcm patent. Those who have no fear of triple integrals and spatial Fourier trans-
forms will find the explanation enlightening. “The channel-forming calcu-
6 BACKING MATERIAL lation is not performed solely on the basis of theoretical propagation models
or of measurements performed in a quiet room, but also on the basis of
7 PATTERN BOARD estimated transfer functions obtained on site. Thus, the invention makes it
possible to reduce direct and/or semi-direct coupling while imposing desired
DDDD directivity and while controlling the maximum amplification of incoherent
DDD noise."—GLA
D D 14 ELEMENT SELECTING
gggg SWITCH GIRCUIT
13 SWITCH MOUNTING
BASE 6,724,899

43.38.Hz SOUND PICK-UP AND REPRODUCTION
X SYSTEM FOR REDUCING AN ECHO
(LONGITUDINAL RESULTING FROM ACOUSTIC COUPLING
DIREGTION) BETWEEN A SOUND PICK-UP AND A SOUND

Y - 20 CONNECTOR REPRODUCTION DEVICE
(WIDTH
DIRECTION) Wolfgang Taeger and Gregoire Le Tourneur, assignors to France
Telecom S.A.

20 April 2004 (Class 38183); filed in France 28 October 1998

The performance goals and basic description of this invention are simi-
lar to those covered by Unites States Patent 6,718,041, reviewed above. In
this instance, a different set of equations is used to control the digital signal
processing circuitry. The system described includes “at least two sound
sensors situated at different distances from the reproduction device and a

21 CABLE processing unit provided for using the amplitude and phase of the signals
originating from each sound sensor in order to deliver a signal to the appli-
cation unit whose echo signal has been reduced.”—GLA
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6,726,631 pair of horns joined to a common throat and a single compression driver.
More than two-dozen figures and a total of 59 claims cover almost every
43.38.Hz FREQUENCY AND AMPLITUDE conceivable variation.—GLA
APODIZATION OF TRANSDUCERS
Ram Hatangadi et al, assignors to GE Parallel Designs, 6,717,305
Incorporated 43.38.Ja APPARATUS HAVING AN
27 April 2004 (Class 600459); filed 17 September 2001 -38.Ja U

ELECTROACOUSTIC TRANSDUCER FORMING A

A factor in interfering with high resolutions in medical ultrasonic scan-

ning is the fact that the ultrasound signal undergoes attenuation and dispeﬁOUND REPRODUCING MEANS AND A

sion as it probes deeper into tissue. This degradation is governed by tHeART OF VIBRATION GENERATING MEANS
Kramer—Kronig relationshipM. O’'Donnel, E. T. Jaynes, and I. G. Miller, J.

Acoust. Soc. Am69, 696 (1981)]. One method for improving resolution is Ernst Ruberl et al, assignors to Koninklijke Philips Electronics
to frequency apodize the transducer aperture. The apparatus described in this N.V.
Beam Width vs Depth, Frequency Apodized vs non-Frequency Apodised 6 April 2004 (Class 31081); filed in the European Patent Office
10 1 17 February 2000
= - - -6dBBeam Width, Frequency Apodized . . A -
: ------------ 12dB Beam Width, Frequanicy Apodized A cell phone must not only house a tiny, lightweight, efficient loud-
N - fngB;:‘mWﬁ;';N;:;e;“x’A:pﬁ:d speaker but a vibration generator as well. It seems logical to combine both
? RN - ey functions in a single transducer. This patent describes an interesting ap-
Beam Width (om) § f——=— 21 AN 3
5 S, V. 1
NN ) LAY F/F%F/IY////Z
3 \‘ ' 25 4 23 O 5 L
2 BN N — L ”
o 30 40 50 60 70 80 90 100 110 7 lll"‘ N )4
Beam Depth (mm) L 51 20
patent provides an ultrasonic transducer with frequency and amplitude ‘ . . ;7\;31
apodization in order to improve signal quality and thereby improve ultra- ETA L
sonic imaging. Composite cuts into the piezoelectric material with varying 2 27 5 2 ‘B 13 % \_2 )
widths and/or spacings according to a predetermined pattern result in afgE=rcx <

variation of the concentration of piezoelectric material across the surface of W ' /ﬁ"l.
the transducer.—DRR /////ﬁﬂ/////7

X
6,712,177 proach in which magneit4, voice coil26, and diaphragn28 are elements of
a conventional loudspeaker. Additional vibration-generating &filand 37
43.38.Ja CROSS-FIRED MULTIPLE HORN simply make use of stray magnetic flux.—GLA

LOUDSPEAKER SYSTEM

Mark S. Ureda, Santa Ana, California 6,719,090
30 March 2004 (Class 181152); filed 30 May 2001
43.38.Ja SPEAKER ASSEMBLY

Conventional high-frequency horns can be stacked and splayed to
achieve wide horizontal coverage while reducing the vertical coverage Dennis A. Tracy, Culver City, California
angle. In most cases, this technique delivers better results than a fan-shaped ;3 April 2004 (Class 18114%): filed 4 March 2002
array. Moreover, the general geometry can be adapted to provide a variety of

coverage patterns. This patent describes a basic assembly consisting of a 1he goal of this invention is a high-fidelity loudspeaker assembly de-
sign that meets the severe size and weight restrictions of private or commer-

Jo
/' cial aircraft. So far, so good. What the inventor proposes is an open-ended
10

56 50 0
S
84\_/
N / |
Iz NG a2
.
A2 ——T17 J&
] e e
“—"' s,\”
S 72
_H a5
&4 —
T
&6~ N\ &2
) ( { \ 3 compartment housing loudspeakers that are partially covered “to thereby
£ 75 54 7 7% alter the frequency respongand| also improve phase cancellation and reso-
66 < nant characteristics.” Maybe so, but | would still like to hear it first.—GLA
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43.38.Ja MECHANICAL-TO-ACOUSTICAL
TRANSFORMER AND MULTI-MEDIA FLAT FILM

SPEAKER
Lewis Athanas, assignor to Lewis Athanas S ;’1"
13 April 2004 (Class 310824); filed 5 January 2001 @i,,,,;l,l;,, 20
The invention is a kind of flextensional loudspeaker. Imagine a rect- - ,, 14

angular sheet of thin, flexible materiélexible, but not easily compress-
ible). One edge is anchored to a rigid barrier. The other edge is driven
uniformly along its length by one or more transducers. If the sheet is slightly
bowed, and if the driving force is parallel to the general plane of the sheet,
then a very small edge displacement will greatly increase or decrease the
bowing of the sheet. The patent explains how this concept can be used to
build a practical loudspeaker and includes frequency response graphs of an
experimental unit. If the sheet is transparent, it can be mounted in front of a
video screen.—GLA

s A\’Q&\\i

6,721,431 16

minimizing friction and noise. Whizzer corié and grill 24 are described in

43.38.Ja PRISMATIC LOUDSPEAKER / the patent text but not included in the claims.—GLA
MICROPHONE ARRAY

SN

.

<

Dean E. Johnson, Stansbury Farmington, Michigan
13 April 2004 (Class 381336); filed 24 January 2000 6,721,436

In the embodiment shown, a concave three-sided pyréthalbase is _
missing is used to mount three loudspeakers or three microphones. Thié3'38"]a REMOTE EDGE-DRIVEN PANEL

SPEAKER

Alejandro Bertagni and Eduardo Bertagni, assignors to Sound
Advance Systems, Incorporated
13 April 2004 (Class 381423); filed 29 March 2000

Like Unites States Patent 6,720,708viewed abovg this invention
seems to be an edge-driven, bowed-panel loudspeaker. In this case, however,
the preferred actuator is a moving coil motor, and the goal is to excite
multiple bending waves. Such an arrangement lends itself to automotive
applications. In fact, the invention defined in the patent claims is not a
loudspeaker at all, but rather, “A vehicle providing an audio environment
for at least one person."—GLA

6,724,909
43.38.Ja SPEAKER APPARATUS

Katsuhiko Tsumori et al, assignors to Fujitsu Ten Limited;
Timedomain Corporation
20 April 2004 (Class 381412); filed in Japan 10 November 2000

What appears to be a transformer hous28gs actually a solid weight
2

30 22 20
T e
arrangement is said to result in “a system which establishes positive phase 13 3 32
control over the many and varied resonant characteristics encountered in th . |
reproduction and presentation of audio energy."—GLA 3% U
6,721,435 2
29a 38

43.38.Ja ACOUSTIC LOUDSPEAKER WITH >
ENERGY ABSORBING BEARING AND VOICE COIL,

AND SELECTIVE SOUND DAMPENING AND

DISPERSION

Burton A. Babb and Alan J. Babb, assignors to Babb Laboratories
13 April 2004 (Class 381407); filed 21 February 2001 L

The Babb sliding bearing loudspeaker is here improved through thentended to act as an inertia sink. An active variant is also described at some
addition of spiral ridge€4. The voice coil former slides against the ridges, length in the patent text but omitted from the two short claims.—GLA
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6,726,336

43.38.Ja PROJECTOR HAVING A HINGED FRONT
COVER WITH A LOUDSPEAKER

Naoya Matsudaet al.,, assignors to Sony Corporation
27 April 2004 (Class 353122); filed in Japan 12 January 2001

A portable LCD projector has the loudspeakers mounted in the cover
to reduce the overall size of the projector enclosure. To further reduce the
size of the enclosure, the controls to the projector are also mounted in the
cover. The reduction in volume appears to be the sole purpose of the
invention.—NAS

6,732,832 ‘ 101

nonlinearities that may be introduced by this method of construction are not
43.38.Ja SPEAKER DAMPER described.—NAS

Yen-Chen Chan, Taipei Hsien, Taiwan, Province of China
11 May 2004 (Class 181166); filed 14 November 2001

The patent describes a “complicated process and high cost” method of
weaving “metallic whiskers2 into a woven spider pat, where the whis- 43.38.Ja LOUDSPEAKER WITH INDEPENDENT
kers are fastened using a “string3. “Ruptures” of the whisker can be MAGNETIC DAMPENING AND EXCURSION
1 CONTROL

6,738,490

Eugene P. Brandt, West Paducah, Kentucky
18 May 2004 (Class 381421); filed 11 January 2000

A magnetic motor is described with the top pl2& pole yoke24, and
backplate26 made from nonmagnetic materials. A small ring magaéthe
top of the pole piece and level with iteB0), that is mounted inside of the
coil and rides up and down with the voice coil, interacts with a small coin
magnet mounted either at the top plate dideide36) or the backplate side
(in another embodimenbf the yoke. These small magnets are mounted so
that like poles face each other. Another embodiment is discussed where a

8

H N

‘VA\‘

3 36/ 6

“significantly avoided,” viewed and “easily repaired” and a phenomena third damping magnet is introduced. All this is to prevent excessive excur-

described as “jump-rope” can be “thoroughly eliminated.” Labor costs be- sion by the moving parts of the loudspeaker. Flux intensity for the damping

ing what they are, it may still be more cost effective to fix failures of magnets and other matters are discussed in prosaic terms as well as are 32

“whiskers” in the current brute force fashion.—NAS claims, but the motor strength of the primary mag@&tusing the novel
nonmagnetic construction, the interaction of the magnetic fields from the
primary magnets and damping magnets, and the effect on sensitivity, non-
linearity, etc., are not discussed.—NAS

6,735,323
43.38.Ja SPEAKER 6,725,110
George Chang, assignor to Sun Technique Electric Company, 43.38.Md DIGITAL AUDIO DECODER
11Lmzlat;d2004(CIass 381404); filed 30 January 2003 Toshihiko Suzuki, assignor to Yamaha Corporation

The patent describes a device where a second annulat Tirsgadded 20 April 2004 (Class 70094); filed in Japan 26 May 2000
to the spiderl6. The added annular ring can be either on the top or the This patent quite simply shows how to mix down multiple MPEG-
bottom of the spider. The “clear sound” of the inner portion of the first audio streams. Everything is obvious to those “skilled in the art.” The
annular corrugated plafe6 at low power levels and the “clear sound” of the inventor missed Scott Levine’s International Computer Music Conference
outer portion of platd 6 with the help of the second annular corrugated plate paper in 1996 entitled “Effects Processing on Subband Audio Détate
17 at high power levels is described, without any quantitative analysis. Theyears before the patent was fijed-MK
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6,714,494 6,714,653
43.38.Md APPARATUS AND METHOD FOR 43.38.Md SOUND CAPTURING METHOD AND
PROCESSING AUDIO SIGNALS RECORDED ON DEVICE
A MEDIUM Douglas Peter Magyari, Royal Oak and David Keith Magyari,
. . . . Madison Heights, both of Michigan
H?” Jung i”g Ki'Won Kim, assignors to LG Electronics 30 March 2004 (Class 38126); flod 26 February 1998
ncorporate
30 Marih 2004 (Class 36847.16; filed in the Republic of Korea One cannot fault this invention for lack of novelty. Its basic premise is
17 September 1993 ' that body vibration plays an important role in human hearing. The “sound

capturing device” pictured is a kind of acoustic mannequin that includes a
This patent explains that the conventional karaoke audio-video formahead portion26 and a torso portior28. For stereo pickup, each of these
can encode two-channel stereo sound, or it can give the user a choice be % 22
tween mono with vocal and mono without vocal. A method is described for

40
Va

4 42
0S¢ | ARST SECOND |1
DATA DEMODULATION DEMODULATION

]

»
g 30N U
\ ScH O/ SPENER
CONTROL
s l—— PORT
!
PROCESSOR
CONTROLLER
expanding the format to include stereo with vocal and stereo without
vocal.—GLA
6,718,186

43.38.Md MELODY PLAYING SYSTEM

Eriko Aoki, assignor to NEC Corporation
6 April 2004 (Class 45%567); filed in Japan 28 January 2000

It is starting to dawn on the manufacturers of electronic gadgets that
user-programmable features should be programmable by the average use
Suppose you purchase a cellular phone that allows you to create a melody tc
be used as a call signal. After going through the process, you find that the
notes are correct but the tempo is too slow. To correct that seemingly minor
flaw, you must start all over again. Designing a more friendly interface
without exceeding the device’s limited memory is not an easy task. This H
patent describes a melody-playing system that allows tempo to be changédwuses at least two transducer assemblies, and each assembly includes a

independently of melody, yet requires only a modest increase in storagéondenser microphone to receive airborne sound plus a “crystal micro-
capacity. —GLA phone” to pick up vibrations. Electrical signals from the various transducers
are routed to a conventional audio mixer.—GLA

6,737,959

43.38.Md BAG WITH SOUND GENERATING
43.38.Md REPRODUCING APPARATUS MODULE

6,727,421

Hidehito I1zawa et al, assignors to Kabushiki Kaisha Toshiba Chin-Lien Ho, Taichung City, Taiwan, Province of China

27 Apl’il 2004 (Class 84609); filed in Japan 21 January 2000 18 May 2004(Class 340384.1); filed 12 June 2001

Essentially, this is a broad patent covering the use of a playlist in an The ubiquitous sound chip finds yet another use—shopping bags.
MP3 player. The novelty of the scheme is difficult to discern since the exactoupled with wireless receptignot mentioned but fiendishly obvioysne
format is not specified and, as a result, the descriptishile satisfying can only imagine the possibilities: “Buy more!,” “You're leaving the mall
patent lawyergis vague and useless.—MK ALREADY?,” and other exhortations.—MK
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6,718,039
43.38.Vk ACOUSTIC CORRECTION APPARATUS

Arnold I. Klayman and Alan D. Kraemer, assignors to SRS Labs,
Incorporated
6 April 2004 (Class 3811); filed 9 October 1998

Although the invention is intended mainly for use in automotive stereo

SOUNDINGS

two channels. This alters the overall power content of the difference channel
(L—R), which should logically be balanced by a conjugate adjustment in the
sum channe(L +R).—IME

6,735,564

systems, other possible applications are described in the patent. In a “stereo
image correction” section, high- and low-frequency bands are equalizecpf3-38-Vk PORTRAYAL OF TALK GROUP AT A

separately. A “stereo image enhancement” section then makes use of theOCATION IN VIRTUAL AUDIO SPACE

IERED TASE ENMANCEMENT
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FOR IDENTIFICATION IN TELECOMMUNICATION
SYSTEM MANAGEMENT

Pekka Puhakainen, assignor to Nokia Networks Oy
11 May 2004 (Class 704246); filed in Finland 30 April 1999

In certain mobile communications activities, a central dispatcher must
keep track of a fairly large number of intercommunicating sources in the
field. Traditionally, a visual monitor has been the dispatcher’s chief aid in
this activity. This patent proposes audible cues to reinforce the visual ones.
Each source is given a specific location in stereo space, assigned arbitrarily
by the dispatcher. Steréasing two or more loudspeaker channels head-
phones can be used, depending on the complexity of the application.—IME

inventor’s earlier patents to generate an expanded stereo image. The patent
is easy to follow, yet interested readers who scrutinize all 55 patent claims

may find it difficult to decide exactly what has been patented here.—GLA

6,721,426

43.38.Vk SPEAKER DEVICE

6,718,042
43.38.Vk DITHERED BINAURAL SYSTEM

Hirofumi Kurisu and Yuji Yamada, assignors to Sony
Corporation; Keio University
13 April 2004 (Class 38163); filed in Japan 25 October 1999

This “speaker device” is actually an audio processing circuit intended

to make headphones sound like loudspeakers. Digital multiplication and the

David Stanley McGrath, assignor to Lake Technology Limited

Output

Reverberation  p oo

6 April 2004 (Class 381310); filed in Australia 23 October 1996 meut - Digital FIR Adding ¢ dInE ) iding
erminals e ireui
This patent can be filed under, “Why didn't | think of that?” Sophis- Circuits & Ci rct{ts“z
ticated virtual reality systems rely on head-tracking sensors to rotate the 21 " 26 36 " 40 n
virtual sound field in response to movements of the user's head. The patenwD'-F F &
argues that simply assuming that the listener’'s head will turn slightly from 27 44
time to time significantly improves the impression of spatialized sound F2 |
sources. Moreover, in many cases, the head movements of typical listener: 78]
can be predicted in advance.—GLA F3 3
2 79 37 41
DRF J__—r—'d F4 rl > » R2 +
45
23 30 8
d F5 »Gf
6,735,314 hLs » ¥
43.38.Vk EXPANDED STEREOPHONIC CIRCUIT Fé 0
o~
WITH TONAL COMPENSATION =
Alan Henderson Hoover, assignor to Thomson Licensing S.A. 54 3 39
11 May 2004(Class 3811); filed 13 May 2002 DRB » 8 o
Modern commercial TV broadcasting normally includes two channels 25 3
of audio that are often encoded with linear, program-directed cues to en- £ j F9
hance spatial delineation by means of phasor reconstruction at the listener’
ears. This field of development is a busy one, given that some transmissior F10 3
software standards are still in a state of flux. The patent specifically ad-

dresses the problems concerned with expanding the width of the stereo basgdition of FIR filter outputs are used to efficiently generate long impulse

angle by the addition of antiphase, frequency-shaped cross talk between thesponses.—GLA
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6,731,327 6,732,033
43.40.Tm DYNAMIC STRUCTURAL COUPLING 43.40.Vn SEMI-ACTIVE SHOCK ABSORBER
MECHANISM FOR REDUCING OPTICAL CONTROL SYSTEM

DEGRADATION IN VIBRATING ENVIRONMENTS

John A. LaPlante and William T. Larkins, assignors to Active

Thomas Joseph Kujawaet al, assignors to Hypervision, Shock, Incorporated
Incorporated 4 May 2004 (Class 70137); filed 13 January 2003

4 May 2004 (Class 34830); filed 24 November 1999 This shock absorber, which consists of a spring, a damper, and a con-
This patent relates generally to optics used in the process of testintrol system that provides signals to adjust the damper valves, is considered
semiconductors and integrated circuits. The optical system described hete be semi-active because it includes no actuator that adds energy to the
“floats” on springs relative to the item to be observed while it is in use, but vibrating system. Sensors are used to determine the relative velocities and
when it is being adjusted it is clamped by means of an electromagnet to thpositions of the two ends of the spring, and the controller uses the sensors’

stage holding the observed item.—EEU signals to adjust the damping to near the critical value, to provide end stops
without “hard bottoming” or “hard topping,” and to limit the transmitted
force.—EEU
6,736,022
43.40.Tm VIBRATION REDUCTION GEAR 6,725,968
STRUCTURE OF AN IMAGE INPUT AND OUTPUT
DEVICE 43.55.Ti ACOUSTIC DOOR ASSEMBLY WITH

CONTINUOUS CAM HINGE
Martin Chang and Thomas Sheng, assignors to Avision
Incorporated Grant S. Quam et al, assignors to Wenger Corporation
18 May 2004 (Class 74439); filed in Taiwan, Province of China 27 April 2004 (Class 181287); filed 25 October 2002

10 August 2001 . . - .
An acoustical door assembly comprises a special insulated acoustic
The smaller gear of a coaxial set is attached to the larger one via @oor, a frame, and a hinge to connect the door to the frame. In this case, the
resilient insert in the larger gear, so that torsional oscillations arehinge is a cam-lift hinge that lifts the door when the door is opened, and sets
attenuated. —EEU the door down onto a perimeter gasket when the door is closed. The con-
tinuous hinge does not allow any discontinuity or sound leaks of the gasket
along the jamb.—CJR

6,736,423

43.40.Tm APPARATUS AND METHOD FOR 6.729,093

DAMPING VIBRATION OF A VEHICLE PART
43.55.Ti PREFABRICATED CONCRETE PANEL

Stepan S. Simoniaret al, assignors to TRW Vehicle Safety FOR INDUSTRIALIZED BUILDING WITH

Systems Incorporated; TRW Incorporated
18 May 2004(Class 280731): filed 15 July 2002 HIGH THERMAL AND/OR ACOUSTIC INSULATION
In this application of the well-known idea of damping by means of Sergio Zambelli and Benito Zambelli, both of Zanica, Italy

interacting particles, housings that are partially filled with particles are at- 4 May 2004 (Class 52405.1); filed in Italy 18 February 2000
tached to components whose vibrations are to be damped. These particles

dissipate energy as they collide with the inner walls of the housings and In this invention, there are two layers of thermally insulating molded
interact with each other—EEU foamed polystyrene. One layer has cups and ridges; the other layer can be

essentially flat. When the two layers are cupped together, they form inter-
connected air chambers. Concrete is then poured around these pockets, and

19
6,735,383 o
Ill‘“ A
43.40.Vn VIBRATION CORRECTION APPARATUS, .|nll'fﬂ/,,/,”,,,,,,,
LENS APPARATUS, AND OPTICAL )

APPARATUS

Shinji Imada, assignor to Canon Kabushiki Kaisha 3o
11 May 2004 (Class 39655); filed in Japan 23 January 2001 e S S N S O S S S S S S S S oy

A system for reducing image blurring due to vibration adjusts lensthe result is a trapped internal air space that improves the noise reduction
focus and aperture automatically on the basis of signals from a controllecapability of the prefabricated panel, suitable for the exterior of an industrial
that acts on the basis of inputs from a vibration sensor.—EEU building.—CJR
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43.58.Wc TURBO-CHARGED VEHICLE ENGINE 43.58.Wc FINGERTIP MUSICAL TAP ASSEMBLY
SOUND SIMULATOR

6,725,150 6,734,349

Conrad Adams, New York City, New York
Arthur Glandian, Glendale, California 11 May 2004(Class 84322); filed 21 March 2003
20 April 2004 (Class 701115); filed 7 February 2003 Do you like drumming your fingertips on the desktop? If so, then this
Once again(also see United States Patent 6,275,5@®iewed in J. invention is for you. Each finger gets a hard strap that can be adjusted for fat
Acoust. Soc. Am111, 2534(2002)]), it is time to spoof the driving public 14 17 11 17
. S : ) . e 17 17 14
with an imitation high-performance engine sound. In this case, it is a turbo- 17 14 M
charger. Your Nash Rambler will never sound so good.—MK
A e -
RS REY

11 =

6,727,419
43.58.Wc PULSATING METRONOME

Manuel Diaz, Columbus, Georgia
27 April 2004 (Class 84484); filed 3 December 2002

If Dick Tracy can have a two-way wrist radio, why not a wrist metro-

nome? By adding a mechanical vibrator to signal the beat, the player can \_ )
feel the pulse. What is more, with a strong enough vibration, the player can Y
acheive rhythmic vibrato! The inventor neglected to think about how toor thin fingers. The rest is up to you. However, fingernails are
synchronize multiple time pieces. More is the pity.—MK cheaper—MK
6,730,029
6,733,399
43.60.Bf ULTRASONIC TRANSMITTER /RECEIVER
43.58.Wc SPORTING EQUIPMENT AUDIBLE BY PULSE COMPRESSION
DEVICE
Tadashi Moriya and Norio Tagawa, assignors to Japan Science
Lawrence J. Koncelik, Jr., East Hampton, LI, New York and Technology Corporation
11 May 2004(Class 478219); filed 24 April 2003 4 May 2004 (Class 600437); filed in Japan 24 September 1999

The inventor claims that the addition of a fluttering flag to a golf club An ultrasound transmission/reception apparatus, transmitting a signal
or tennis racquet W|Illencourage_ better form by only ﬂuFtermg during im- ih temporarily changing frequency and performing pulse compression on
pact. The aerodynamics of moving clubs and racquets is unfortunately NQhe received signal, is characterized by a single transducer and transmission
line used for both transmitting and receiving the said ultrasound signal. The
flexible waveguide transmission line is utilized as a transmission path and
also serves as a delay medium to temporally separate the received signal and

30

50 SIGNAL GENERATOR 20: FUSESD QUARTZ ROD 50: SPECIMEN

- I
STGNAL OBSERVATION E
APPARATUS 10:TRANSDUGER
, 40

12 {1 ) TRANSMISSION WAVEFORM (NON-LINEAR CHIRP)

VAV IThves

(2) RECEPTION WAVEFORM (LINEAR CHIRP)

AW —

a long-duration transmitted signal. A quartz rod with a narrowed center
portion is an example of a usable transmission line. Side lobe suppression
can be performed after pulse compression of a received signal by taking the
discussed, leaving the supposition in doubt. It is probably more annoyingorrelation with an ideal compression waveform during further
than useful.—MK compression.—DRR
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6,731,334 6,728,383
43.60.Mn AUTOMATIC VOICE TRACKING CAMERA 43.66.Ts METHOD OF COMPENSATING FOR
SYSTEM AND METHOD OF OPERATION HEARING LOSS
Joonyoul Maeng and Errol R. Williams, assignors to Forgent Roger P. Juneauet al, assignors to Softear Technologies, L.L.C.
Networks, Incorporated 27 April 2004 (Class 381322); filed 28 October 1998
4 May 2004 (Class 348211.12; filed 31 July 1995 A custom hearing aid consists of a rigid plate onto which is bonded a

. ) . . . . solid soft body encapsulating the electronic components. The shape of the
This complex patent deals with video conferencing environments in y P g P p

which camera assignments and audio cues must be coordinated. As the
patent states, “it is desirable in a video conferencing environment to provide
automatic voice tracking of a speakgalker] in order to control cameras
such that there is natural camera movement in viewing a given speaker.”
The dominant principal here is beam forming via multiple microphones to
identify the location of a speaker and to translate that information quickly
into a corresponding reorientation of the most appropriate camera.—JME

6,726,628

43.60.Qv ANGLE-INDEPENDENT DOPPLER
SYSTEM FOR SCREENING

David Vilkomerson, assignor to DVX, LLC
27 April 2004 (Class 600454); filed 6 May 2003

The patent describes an apparatus and method for detecting the highes
velocity of fluid flow within a volume that includes multiple flows with
different velocities. The apparatus consists of multiple pairs of receiving
transducers arranged about a region wherein each transducer in a pair is
positioned on the same axis with respect to the region. A transmitting trans-
ducer is positioned to transmit into the fluid flow volume. This causes
Doppler-shifted signals to be reflected, with the Doppler shift being a func-
tion of the fluid flow velocity. The receiving transducers receive the
Doppler-shifted reflections. The transmitted and reflected signals are pro-
cessed to yield a velocity signal for each pair of transducers. The maximum
velocity yields the maximum fluid flow and the direction is determined by
the axis of the receiving transducer pair—DRR

soft body conforms to changes in the ear canal of the wearer produced
during jaw movement. Various stages of assembly methods are provided.—
DAP

6,735,317

43.66.Ts HEARING AID, AND A METHOD AND A
SIGNAL PROCESSOR FOR PROCESSING A

HEARING AID INPUT SIGNAL 6,728,384

43.66.Ts HEARING AID CONNECTION SYSTEM

Carsten Paludan-Mueller, assignor to Widex AS
11 May 2004 (Class 381317); filed 5 April 2002

A noise attenuation algorithm estimates the level of background noise Paul R. Stonikaset al, assignors to Beltone Electronics
in a low-frequency band and at least one intermediate-frequency band. Corporation
Based on the estimated noise level, gain is adjusted in these bands to 27 April 2004 (Class 381324); filed 27 June 2001
squelch the noise. Similarly, if speech is thought to be present in at least one A nonvibration-transmitting wiring system is described for use in de-
high-frequency band, the gain of at least one intermediate band is raised formable or compressible hearing aids that change shape with changes in the
enhance the speech components.—DAP ear canal geometry during, for example, talking and chewing. A nonstretch
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able thread or wire functions as a strain relief in combination with very

flexible wires. Examples of fibers that may be used include high strength
aramid-type and aromatic polyamide such as KEVLAR.—DAP

6,731,768
43.66.Ts HEARING AID HAVING SWITCHED
RELEASE AUTOMATIC GAIN CONTROL

David J. Delage, assignor to Etymotic Research, Incorporated
4 May 2004 (Class 381312); filed 26 July 2000

SOUNDINGS

DAP
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old, the release function is enabled and the AGC circuit behaves normally.—

6,735,319

43.66.Ts BEHIND-THE-EAR HEARING AID

Andi Vonlanthen, assignor to Phonak AG
11 May 2004(Class 381330); filed in the World IPO 16 June 1999

Rather than the usual BTE hearing aid design with two case halves and
the glue and screws and manual labor required to hold them together, a

\

- n b
R ik —
0T Vi
kel 7
B

37 39
one-piece tubular housing is proposed

automation.—DAP

oy

v oA,
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L PRSI \\\\"

. The tubular method is said to be
particularly well suited for inserting and stacking components via

6,738,488

OF IN-CANAL HEARING AIDS
A switch controls the operation of a release circuit in an automatic gain

control (AGC) function in a hearing aid. The release circuit is disabled and
gain is maintained during low-level sounds at a compressed value resulting

J. Acoust. Soc. Am., Vol. 116, No. 4, Pt. 1, October 2004

43.66.Ts PROTECTION AND SOLVENT WASHING

Lawrence K. Baker, Gate City, Virginia
18 May 2004 (Class 381325); filed 9 April 2002

Ear wax/fluid obstruction of hearing aid sound outlet tubes is a major

from the last high-level sound. When the input level exceeds a preset thresiproblem. A hooded shield for the sound outlet of a hearing aid receiver is
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audio stream and then processing that stream by a vocoder system. The
2 central purpose, as expressed here, would be to use the existing vocoder

tables, such as in a cell phone, eliminating any special synthesis tables. How
ijy well this would work is not clear.—DLR
. /; //, ”{ 6.684.187
1
_0 u & 43.72.Ja METHOD AND SYSTEM FOR
PRESELECTION OF SUITABLE UNITS FOR
CONCATENATIVE SPEECH

c;;'
= H

= S0\
NN\

Alistair D. Conkie, assignor to AT&T Corporation
27 January 2004(Class 704260); filed 30 June 2000

This seems to be a fairly traditional triphone synthesizer, except that
somehow the process of locating the appropriate segment during the concat-
ention operation has been sped up. Just how this is to be done is not entirely
clear to this reader. A neighborhood of up to two phonemes on each side of
the target is considered in evaluating the applicability of a particular

‘ segment.—DLR

said to prevent fluids from entering the hearing aid from the ear canal. 6.687.675
Solvent washing of the hearing aid is also recommended that may produce ! !
other problems.—DAP 43.72.Ja MESSAGE STORAGE DEVICE
6,737,957 Lurley Archambeau, Maumee, Ohio
43.72 Gy REMOTE CONTROL SIGNALING USING 3 February 2004 (Class 704273); filed 31 May 2000
AUDIO WATERMARKS This is a high-tech version of the traditional keepsake locket, like the
kind you pop open to reveal a tiny photo. Only here, you get not only an
Rade Petrovic and Joseph M. Winograd, assignors to Verance image, but a brief audio track, as well. The device may be in the form of a
Corporation ' pendant, a bracelet, or some other form. Suggested uses include the usual

18 May 2004 (Class 3405.86); filed 16 February 2000

Hidden control information is embedded within an audio signal to
remotely control a device. The detection of such a watermark may open a

S58'
52

TRACK
TRANSMITTER

CODES

230
Y 235  240,SPEAKER om0
K )))

1
________________ e

i ] 58
! I MICROPHONE |——| EXTRACTOR ! os
! N292 \2g4 WATERMARK ! ‘ ‘ ol reming o _ _
| 205 | eepsake message, a medical reminder, or perhaps an important appointment
! { reminder. The claims cover a device capable of holding a single message,
‘l [ [ \ ! but we can easily foresee tii@bvious next patent covering a device with a
! MOTOR | l AUDIO | | LIGHTS | button to select one of several stored messages.—DLR
Lo hme N w hae |
time interval within which a user is allowed to respond, for example, by 6,691,083
pressing a button. The detection time may be delayed if the bit error count of
the watermark is too high.—DAP 43.72.Ja WIDEBAND SPEECH SYNTHESIS FROM A
NARROWBAND SPEECH SIGNAL
6,681,208
Andrew Paul Breen, assignor to British Telecommunications
43.72.Ja TEXT-TO-SPEECH NATIVE CODING IN A public limited company
COMMUNICATION SYSTEM 10 February 2004 (Class 704220); filed in the European Patent

Office 25 March 1998

Bin Wu and Fan He, assignors to_MotoroIa, Incorporated For good reasons, relatively little information is lost when a speech

20 January 2004(Class 704260); filed 25 September 2001 signal is bandwidth limited for transmission over a typical telephone line.

The idea of this speech synthesis system is that, after a typical text-toThus, it is not too surprising that most of the missing material can be fairly
phoneme conversion, the synthesis can proceed directly from phonetieasily reinserted. Here, peaks are located for the available formants and a
tables to vocoder codes, bypassing the additional steps of producing arocal tract shape model is used to improve the formant model accuracy. A
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codebook entry is then located on the basis of the available formant freeomputer animation industry knows, effective gestures are not that
quencies, which supplies appropriate values for additional lower and/osimple.—MK

higher formants that were supressed by the bandwidth reduction. There is no

mention of the more perceptually significant, but much harder, task of re-

storing altered noise spectra.—DLR

6,694,123
43.72.Ja TALKING BOOK METHOD AND SYSTEM 6,681,206

Geoffrey Martindale and Suman Narayan, assignors to Texas 43.72.Ne METHOD FOR GENERATING

Instruments Incorporated MORPHEMES
17 February 2004 (Class 434317); filed 7 December 2000
This patent is essentially a vehicle for the assignee to market a speech ~ Allen Louis Gorin et al, assignors to AT&T Corporation
synthesis system, including a particular integrated circuit chip and an au- 20 January 2004(Class 704243); filed 18 October 2000
thoring software package geared toward organizing the text of a book for A method is described for collecting and analyzing speech utterances
synthesis. The text is compressed using a method by which phrases agg puild up a database of morphemes for recognition and understanding
stored in a table and then represented by the table entry code. The softwag@rposes. In fact, by significantly broadening the term “morphemes,” the
organizes and indexes chapters as sequences of phrase codes. Another sgftem would include various nonverbal items, such as gestures, tablet
ware component encodes the phrases into a form suitable for the synthesifokes, body movements, mouse clicks, keypad entries, and DTMF codes,
Ch|p Parts of the brief patent read like a software user’s manual.—DLR among many OtherS’ as well as the more Comm0n|y treated phonesy di-
phones, words, grammars, etc. All of this information is collected by the
6,733,359 recognizer system during normal use and applied to a semantic analysis of a

phone dialer situation.—DLR
43.72.Ja TALKING ACTION FIGURE HAVING

FACIAL EXPRESSIONS 6,684,183

Warren Leigh Jacobs, assignor to Hasbro, Incorporated
11 May 2004 (Class 446300); filed 7 May 2003 43.72.Ne GENERIC NATURAL LANGUAGE
e _ _ SERVICE CREATION ENVIRONMENT
An “action figure” is a doll by another name. Here, Hasbro illustrates
how to add simple vocal gestures by moving the jaw up and down. As the oy Korall et al, assignors to Comverse Limited

27 January 2004(Class 7049); filed 6 December 1999

The purpose of this system is to simplify the process of creating rec-
ognition grammars for a variety of recognizer systems. In pursuit of this
goal, the described system would collect exemplary speech phrases, coding
these into a general Backus-Na@NF) format. Once a suitable grammar
has been thus collected, tables would be consulted containing the specific
coding details to convert the BNF grammar into the coding form required
for a specific recognizer product.—DLR

6,691,088

43.72.Ne METHOD OF DETERMINING
PARAMETERS OF A STATISTICAL LANGUAGE
MODEL

Reinhard Blasig, assignor to Koninklijke Philips Electronics N.V.
10 February 2004 (Class 704240); filed in Germany 21 October
1998

Sparse training data is a problem that typically occurs when training a
large vocabulary speech recognizer usingram word sequence probablil-
ity models, because many of the possitigram patterns do not occur in the
training data. The solution proposed here is that word classes would be
formed based on semantic or syntactic features obtained from a lexicon. A
representative-gram is then formed when any word from a class occurs in
L ann-gram pattern. The brief patent goes into some detail covering the sta-
[ tistical effects of such a system.—DLR

6,727,418

43.75.St MUSICAL SCORE DISPLAY APPARATUS
G AND METHOD

Shuichi Matsumoto, assignor to Yamaha Corporation
520, 27 April 2004 (Class 84477 R); filed in Japan 3 July 2001

56 Instrumental players know to memorize when a begin repeat sign is
seen so that they can frantically find the sign when they see the end repeat.
How can an electronic/computer assisted score reader help? To begin with,
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by displaying both the begin and ending measures. The patent discloses this 6,730,349
and other mechanisms for resolving back references in score reading during

performances. The patent writing is suitably turgid to give patents a bad43.80.Cs MECHANICAL AND ACOUSTICAL

name. —MK SUSPENSION COATING OF MEDICAL IMPLANTS
Marlene C. Schwarz and Stanley Tocker, assignors to SciMed Life
Systems, Incorporated
6,727,417 4 May 2004 (Class 4272.1); filed 1 March 2002
43.75.Tv COMPUTERIZED MUSIC TEACHING Coating of medical devices, such as catheters, stents, and the like, may
INSTRUMENT be useful for facilitating local drug delivery, enhancing fluoroscopic visual-

ization through the use of radiopaque materials, promoting biocompatibility
Dorly Oren-Chazon, Tel-Aviv, Israel of certain devices_, or for impr_oving surface properties sut_:h as slipperiness.
27 April 2004 (Class 84470 R): filed 28 February 2002 I_n several em_bodlments c_>f this apparatus, single or multiple c_oatmg mate-
) ] ) rials are applied to medical devices by suspending the device and then
In a patent reviewed earli¢United States Patent 6,337, 4Z84 Acoust.  coating at least a portion of the device. An example of such an apparatus
Soc. Am. 112, 23 (2002]), the inventor proposed a set of mechanically jncludes a coating chamber, a vibrating structure within the coating cham-
controlled puppets for teaching sajfe Now, it has been updated to include per, means of suspending the device to be coated, and a coating source. In
a computer to enhance the instruction of preschool children—basically byynother embodiment, a medical device is moved into a coating area with a
expanding the already overloaded palette of musical metaphors.—MK  strycture vibrating below the medical device. The vibration of the structure
forces the device away from the vibrating surface, which results in coating
the device.—DRR

6,725,108
6,726,904
43.75.Wx SYSTEM AND METHOD FOR
INTERPRETATION AND VISUALIZATION OF 43.80.Gx METHOD FOR TRANSMITTING
ACOUSTIC SPECTRA, PARTICULARLY ACOUSTIC WAVES
TO DISCOVER THE PITCH AND TIMBRE OF . .
MUSICAL SOUNDS onboe G s Company o O

) ) ) ) 27 April 2004 (Class 42478.17); filed in Germany 9 October 2000
Shawn Anthony Hall, assignor to International Business Machines

Zgzg)rﬁrgggz (Class 70094); filed 28 January 1999 This_ patent re_fers to the use of a gel mass as a coupling medium_ for
) transmitting acoustic waves from a sound source into the body of a patient
This remarkably readable and cogent patent addresses the problems forger to minimize sound energy loss and to ensure high sound absorption
(@ logarithmic frequencies in Western scalés, timbre identification, and o the yltrasound from the transducer irradiation surface. The gel mass is
(c) missing fundamentals. The inventor proposes solving these conundra iyaseq on reaction products of the polyol components consisting of one or
(a) realizing a recursive design for the log FRB) computing the normal-  ore polyols with hydroxyl numbers below 112. The isocyanate number of
ized vector of overtone amplitudes, afml sorting the overtones. Admira-  {he reaction mixture lies in the range of 15 to 59.81 and the product of the
bly, the inventor is aware of the drawbacks, in particular timbre identifica-jsocyanate functionality and the functionality of the polyol components is at
tion, but manages to put his best foot forward. —MK least 6.15, thus making it suitable as a coupling medium.—DRR

6,730,030

6,728,664
43.80.Qf METHOD AND APPARATUS FOR
43.75.Wx SYNTHESIS OF SONIC ENVIRONMENTS  DETEGTING ARTERIAL STENOSIS

Hesham Fouad, Arlington, Virginia Yoram Palti. Haifa. Israel
27 April 2004 (Class 7082); filed 22 December 1999 4 May 20047(Classy 600441); filed 28 February 2002

Essentially, the inventor wants to apply neural-network-like techniques The patent describes a high-speed apparatus for screening for arterial

to sound environment generation. The idea of the probabilistic generation ofyopqgjs in which a Doppler ultrasound system automatically detects param-
sonic environments dates back at least to the 1950s with John Cage. Xenakis

. ; . . ? 1 1t 12
(and many othejsextended this fundamental idea. It is a pity the inventor 07. 2 b
does not appear to be aware of thisuch earlier art. —MK TRIGGER DOPPLER
ECG > » ULTRASOUND
SYSTEM SYSTEM
6,737,572 ECG TRIGGER REFERENCE[
TRACING POINTS 15 IMAGES
v 1% 17 3
43.75.Wx VOICE CONTROLLED ELECTRONIC USER ¢ ' PRE-
MUSICAL INSTRUMENT SELECTED » MEMORY le SELECTED
TRIGGER o [ TRIGGER
John W. Jameson and Mark B. Ring, assignors to Alto Research, POINTS POINTS
LLC [}
18 May 2004 (Class 84741); filed 20 November 2001 134 v
The heart of the patent is an instrument that a naive player can play. C‘OORDIN ATE
i i i Vo COORDINATES,
The inventors propose a computer algorithm for pitch detectimith a » DEFINING
kazoo inpu} followed by instrumental synthesis. AiC+ code is sketched as SYSTEM
well.—MK
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eters indicative of stenosis in the velocity profile of blood flow through the
length of an artery without the need for analyzing visual imagery. The sys-
tem automatically and repeatedly scans an area of interest to construct a

\
\ 21a
‘:

least one velocity profile through segments of arteries within the area of :
t
1]

interest. Each scan entails taking measurements of blood flow in the area of
interest substantially simultaneously from different angles. The velocity and
delta velocity profiles are analyzed automatically to determine a number of i \ - A

parameters that indicate potentially stenotic areas within the artery. These ' 16 6
parameters and their changing values along the length of the artery are
compared with predefined threshold values to establish potential stenotic
areas. Scanning by the Doppler ultrasound system is triggered at a pre= ! i
defined point in an ECG cycle of the patient.—DRR d

iy
o
N

1 p

6,730,035 2

8’ 25 /
43.80.Qf ULTRASONIC APPARATUS AND METHOD 1 / \12 1 15
11 7

FOR PROVIDING QUANTITATIVE INDICATION 10
OF RISK OF CORONARY HEART DISEASE

transducer position information over 360° to the imaging system. An auto-
matic transducer position locking/unlocking system is applied to lock the

James H. Stein, assignor to Wisconsin Alumni Research - - -~
transducer in selected rotational positions.—DRR

Foundation
4 May 2004 (Class 600449); filed 7 November 2002

In this method, use is made of the fact that a quantitatively rigorous
relationship between carotid intimadial thickn¢€$MT) and risk of coro-
nary heart diseas€CHD) may be derived from existing Framingham As-

sessment data by converting CIMT4i6nt0 an equivalent “vascular age” that 6,730,048
—
52 43.80.Sh APPARATUS AND METHOD FOR
227- ULTRASONIC MEDICAL DEVICE WITH IMPROVED
10 %—50 VISIBILITY IN IMAGING PROCEDURES
56 .
CIMT T Bradley A. Hare and Janniah S. Prasad, assignors to OmniSonics
AGE [l PO - Medical Technologies, Incorporated

FRAMINGHAM

GENDER 4

RACE ( o 40 4 May 2004 (Class 6012); filed 23 December 2002
BODY SIZE i y

T.CHOL ] 4

[
i
Se v U AGE % RISKI 1 . . . T
) VASCULAR AGE i A material of high radio opacity is used at one end of a catheter that
: 6 ! vibrates ultrasonically in a standing wave pattern to remove tissue. The
i !
i

B P:géSCURE ! i material allows the catheter to be visualized when the catheter is in the body.
.DlABETES - This improves the visability of the catheter tip during the procedure.—RCW

6,733,450

SMOKING
40
7_
2

may be used in place of chronological age. The apparatus consists of a
diagnostic machine having an ultrasonic transducer to be positioned near t#63.80.Sh THERAPEUTIC METHODS AND
carotid artery to obtain echo signals from that artery. The echo signal iIAPPARATUS FOR USE OF SONICATION TO

processed to reveal the CIMT and to apply it to stored data relating CIMT of
a population to a quantified risk of CHD. This quantified risk of heart dis- ENHANCE PERFUSION OF TISSUE

ease constitutes the output.—DRR . )
Andrei V. Alexandrov et al, assignors to Texas Systems,

Board of Regents

6,733,457 11 May 2004 (Class 600439); filed 27 July 2000
43.80.Qf MOTORIZED MULTIPLANE TRANSDUCER The method and its associated apparatus are designed to reduce tissue
TIP APPARATUS WITH TRANSDUCER damage from ischemia by means of insonation through intact skin and/or

bone to promote thrombolysis, reduce edema, and facilitate microcircula-
tion, recanalization, increased collaterated interstitial flow, and delivery of
Aimé Flesch and An Nguyen-Dinh, assignors to Vermon Iytic agents to clots located in supplying arteries, as well as nutrients or
11 May 2004(Class 60@459); filed 11 June 2002 therapeutic agents to the ischemic tissue. An organ affected by ischemia or

This ultrasonic endoscopic probe provides signals to an imaging sysc portion of such an organ is exposed to low-frequency, low-power ultra-

tem for transesophageal diagnosis. A removable housing is attached to tﬁé’l_md generated _by a multiple set of transducers of variable power limits
distal end of the endoscope. A ball-bearing-mounted phased array transduc¥hich at least partially surround the organ, e.g., preferably at least 90% of a
within the housing, driven by an immersed micromotorized drive, rotatesskull surface. Clinical studies have indicated that this approach maintains

through multiple turns about its acoustic propagation axis. A torque-limitingbiological tissue function or viability in the induction of reduced perfusion
gear box couples the drive to the transducer. A position encoder relayby exposing the tissue or organ to ultrasound energy transmission.—DRR

LOCKING
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6,726,627

43.80.Sh SYSTEM AND METHOD FOR
ULTRASONIC HARMONIC IMAGING FOR THERAPY
GUIDANCE AND MONITORING

Frederic Louis Lizzi and Cheri Xiaoyu Deng, assignors to
Riverside Research Institute
27 April 2004 (Class 600439); filed 24 January 2003

ond image. The images are subtracted to obtain the difference that results
from enhanced nonlinearities and propagation distortions induced by the
high-intensity ultrasound therapy. A method is also provided to monitor the
progress of the high intensity ultrasound indicative of changes direstitu
heating as well as permanent changes that result from cell microstructure
alteration.—DRR

6,733,451
43.80.Sh APPARATUS AND METHOD FOR AN

A method is provided to direct the application of an ultrasound SyStemULTRASONIC PROBE USED WITH A

incorporating both therapeutic and diagnostic ultrasound transducers. The

Start
o y
205
Acquire First Image /
with Diagnostic
Transducer
210
Store first image /
215
Acquire Second
Image with Therapy /
Transducer Active
(non-linearities
enhanced)
220
Determine Difference /
in Images
Y
Superimpose 2
up
Difference on First /
image
END

PHARMACOLOGICAL AGENT

Robert A. Rabiner et al., assignors to OmniSonics Medical
Technologies, Incorporated
11 May 2004 (Class 60@439); filed 25 March 2003

This device is essentially an ultrasonic probe that injects a pharmaco-
logical agent that enhances the ability of the probe to remove an occlusion.
The pharmacological agent is released through a catheter to treat the occlu-
sion and enhance the effect of a transverse ultrasonic vibration of the probe.

H
H ! 86 33 g4 26 82 24

H / L /[ /

) 7 7 9
; 15 28

The pharmacological agent continues to travel downstream of the occlusion
site and to work in conjunction with the probe to reduce the occlusion to a
size that it can be easily removed from the body naturally in order to prevent
reformation of the occlusion and other health risks.—DRR

6,733,458

43.80.Sh DIAGNOSTIC MEDICAL ULTRASOUND
SYSTEMS AND METHODS USING IMAGE
BASED FREEHAND NEEDLE GUIDANCE

Robert W. Steinset al, assignors to Acuson Corporation
11 May 2004 (Class 60@461); filed 25 September 2001

A diagnostic medical ultrasound system incorporating an integrated
invasive medical device guidance system is disclosed here. The guidance
system obtains image slice geometry and other imaging parameters from the

100
L
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Imaging b Hamonic i i 120 /
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ultrasound system to optimize the guidance computations, the visual repre-
sentation of the device, and the imaged portion of the subject. The ultra-
sound system also obtains guidance data that indicates the relative location,
viz., the position and/or orientation of the medical device relative to the

latter transducer is operated to acquire an ultrasound image and then botfansducer and imaging plane in order to optimize the imaging plane and
transducers are operated simultaneously over a time interval to yield a secitrasound beam characteristics.—DRR
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6,726,629 interpolated at other times. A volume is determined using the contours.—
RCW

43.80.Vj ULTRASOUND CONTRAST IMAGING

Peter J. A. Frinking et al,, assignors to Acuson Corporation
27 April 2004 (Class 609458); filed in the United Kingdom 6,730,037

16 J 1998 .
An en:Q::gj image is obtained using three pulse bursts of ultrasoun #380.V] VASCULAR CATHETER HAVING
The first pulse burst has a low amplitude. The second pulse burst is at tOW_PROFILE DISTAL END

different frequency and has a relatively higher amplitude that induces a Yue-Teh Jang, assignor to Cardiovascular Imaging Systems,

62 80
Incorporated
o ] aenator 2] stete"k_,,,ﬁl/ 4 May 2004 (Class 600462); filed 7 March 2001
A trig I The distal region of this catheter has a reduced cross section compared
1 MHz to that of the proximal region. The proximal region contains two lumens,
m 58 one that accomodates a guide wire and another that accomodates a rotatable
5 element for imaging. The lumen in the distal region of the catheter is con-
o i o 6 o 86 tiguous with both the lumens in the proximal region. The guide wire can be
[ i g . inthe p gion. The guid an b
56 tri retracted from the distal region so that the lumen in the distal region is
I | panametrics [ pueryy, available for the rotating element—RCW
5MHz trig I
Fscilloscope computer

6,733,452
52

change in the contrast agent. The third pulse burst is at a third frequency anqjg_go_vj ULTRASOUND IMAGING METHOD AND
has a lower amplitude. Images from the first pulse burst and the third pUIS%PPARATUS FOR FORMING COLOR
burst are used to produce the enhanced image.—RCW
IMAGES BY USING A VARIABLE POWER
THRESHOLD LEVEL

6,726,630
. Moo Ho Bae and Ji Hoon Bang, assignors to Medison Company,
43.80.V] ULTRASOUND DIAGNOSIS APPARATUS Limited
FOR IMAGING WITH A CONTRAST AGENT 11 May 2004 (Class 600443); filed in the Republic of Korea
13 April 2001
Tetsuya Kawagishi, assignor to Kabushiki Kaisha Toshiba Color Doppler images are formed using power threshold levels that

27 April 2004 (Class 600458); filed in Japan 8 November 2001 depend on position and are determined using a noise signal, transmitted
Two transmissions at a fundamental frequency are employed. Thelltrasound signals, and received echoes.—RCW

phase of the second transmission is opposite that of the first and the rates of

the transmissions are different. A filter supresses a summed signal centered

around a frequency that is twice the fundamental. After the suppression, an

image is produced.—RCW 6,733,453
43.80.Vj ELEVATION COMPOUNDING FOR
6,730,031 ULTRASOUND IMAGING
43.80.Vj EDITING AND TRIMMING APPARATUS Paul D. Freiburger and Bhaskar S. Ramamurthy, assignors to
AND METHOD FOR EXTENDED FIELD OF VIEW Siemens Medical Solutions USA, Incorporated
ULTRASONIC IMAGING SYSTEMS 11 May 2004(Class 600447); filed 3 September 2002

Transducer arrays with multiple rows in elevation are employed to
Lingnan Liu and Lars Jonas Olsson, assignors to Koninklijke  obtain image frames from essentially the same scan plane but with different
Philips Electronics, N.V. spatial-frequency content in elevation. The frames are compounded to form
4 May 2004 (Class 600443); filed 21 September 2001 an image with reduced speckle.—RCW

A sequence of partially overlapping images is acquired and stored.
Spatial positions of the images are determined by correlation and the spatial
positions are stored along with the images. A panoramic image is formed 6.733 454
from the stored data. Images may be excluded from the panoramic image ! !

and the boundaries of the panoramic image may be trimmed.—RCW 43.80.Vj AUTOMATIC OPTIMIZATION METHODS
AND SYSTEMS FOR DOPPLER ULTRASOUND

6,730,032 IMAGING
43-80-Vj ULTRASONIC DIAGNOSTIC DEVICE AND Mlge M. Bakircioglu and Bhaskar Ramamurthy, assignors to
IMAGE PROCESSING DEVICE Siemens Medical Solutions USA, Incorporated

11 May 2004 (Class 600453); filed 26 February 2003

Company Velocity scale, gain, baseline, and dynamic range are optimized based
el on Doppler data acquired at a standard or predetermined setting of the
4 May 2004(Class 600443 filed in Japan 5 March 2001 parameters and also based on the identification of an artifact in the Doppler
Time-stamped images are stored. A contour within each image is foundlata. The influence of the artifact on the determination of the parameter

and associated with the image time stamp. From these contours, contours aettings is then discarded or minimized.—RCW

Masaki Yamauchi, assignor to Matsushita Electric Industrial
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43.80.Vj SYSTEM AND METHOD FOR ADAPTIVE
CLUTTER FILTERING IN ULTRASOUND
COLOR FLOW IMAGING

6,733,455 duct wall. Ultrasonic images are obtained after the contrast is injected.—
RCW

6,734,672
Larry Y. L. Mo et al, assignors to Zonare Medical Systems, )
Incorporated 43.80.Vj METHOD FOR THE AUTOMATIC
11 May 2004(Class 600454); filed 11 June 2002 MEASUREMENT OF ACOUSTIC RESONANCE OF

An iterative algorithm is used to select a clutter filter for individual A MAGNETIC RESONANCE TOMOGRAPHY
packets of color flow data. The cutoff frequency is chosen according to theAPPARATUS
frequency of the clutter. If significant clutter motion is present, a high-pass
filter cutoff frequency is automatically set to suppress the clutter and asso-  Thgrsten Feiweier, assignor to Siemens Aktiengesellschaft

ciated flash artifacts. Low clutter frequencies result in low cutoff frequen- 11 May 2004(Class 324309); filed in Germany 2 May 2002
cies. The use of low cutoff frequencies for clutter allows the detection of o . ) . )
low flows.—RCW This is a method for determining acoustic resonance in a magnetic

resonance tomographyRT) system. A resonance measurement is imple-
mented by applying a number of alternating gradient pulses that feature a

6,735,461 fixed time interval relative to one another, applying an excitation pulse, and
. obtaining one or more magnetic resonafigkR) signals. The MR signal of
43.80.Vj FOCUSED ULTRASOUND SYSTEM WITH the resonance measurement is evaluated with respect to at least one param-
MRI SYNCHRONIZATION eter characterizing the acoustic resonance of the MRT system. These steps
are repeated with variation of the time spacing of the gradient pulses. A
Shuki Vitek et al, assignors to Insightec-Txsonics Limited resonance curve is formed on the basis of the value of a characteristic
11 May 2004 (Class 600411); filed 19 June 2001 parameter of the resonance measurement as a function of the varied time

Magnetic resonance imagiriyIR1) is used to execute a focused ultra- spacing. The resonance or resonances of the MRT system are established

sound procedure. A MRI system uses a timing sequence for transmittingom the resonance curve.—DRR

radio frequency(rf) signals and detecting magnetic resonance response sig-

nals from a patient’s body in response to the rf pulse sequences. A piezo-

electric transducer is driven in such a manner that the transducer emits

acoustic energy toward a target tissue region within the body. The param- 6,736,780

eters of the drive signals are changed during the timing sequence so as to

minimize interference with the MRI system detecting magnetic response}3.80.Vj SYNTHETIC APERTURE FOCUSING

signals, e.g., during transmission of rf signals by the MRI system.—DRR METHOD FOR ULTRASOUND IMAGING BASED ON

PLANAR WAVES

6,736,781
. Tai Kyong Song and Jin Ho Chang, assignors to Medison
43.80.Vj ULTRASOUND IMAGING OF BREAST Company, Limited
TISSUE USING ULTRASOUND CONTRAST AGENT 18 May 2004(Class 600447); filed in the Republic of Korea

31 December 2001

Roberta Lee, assignor to Manpa Medical, Incorporated Unfocused waves are transmitted with a propagation angle that corre-

18 May 2004(Class 600458 filed 11 June 2002 sponds to the center position of a receive aperture. Echo signals are received

A duct is identified using ultrasonic imaging. An ultrasound contrastin a subaperture, stored in a memory, and dynamically focused. The dynami-
agent is injected into the duct through an orifice in the nipple or through thecally focused signals are used to form a beam for imaging.—RCW
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A general set of time-domain equations describing linear sound propagation in a rigid-frame,
gas-saturated porous medium is derived. The equations, which are valid for all frequencies, are
based on a relaxational model for the viscous and thermal diffusion processes occuring in the pores.
The dissipative terms in the equations involve convolutions of the acoustic fields with the impulse
response of the medium. It is shown that the equations reduce to previously known results in the
limits of low and high frequencies. Alternative time-domain equations are also derived based on a
Padeapproximation. [DOI: 10.1121/1.1785691

PACS numbers: 43.20.Bi, 43.55.EANN] Pages: 1889-1892

I. INTRODUCTION meability of the frame. Based on this conceptual framework,

. ~___the following equations analogous to Euler’s and mass con-
Most treatments of wave propagation and dissipation inseryation were proposéd:

porous media are formulated in the frequency domain. But

interest in time-domain models has grown recently due to  —jwW=—VVP, (1)
potential applications such as finite-difference, time-domain

(FDTD) simulation of sound propagation in the presence oftnd

an absorbing surfaté and determination of material prop-
erties with pulses.Previous authors have developed time-
domain formulations that are applicable either to low fre-
quencies (e.g., Morse and Ingafyl or high frequencies

(Fellah and Depolli€). In this letter, we derive a set of and much larger than the size of all poreB is the acoustic

coupled .|ntegr9—d|ﬁerentlal equations for t!me—doma|n pressure is the angular frequency/ is the complex spe-
propagation of linear sound waves that are valid for all fre-". . ~ .
cific volume operator, an@ is the complex compressibility

guencies. The derivation is based on the conceptual frameo- erator. The expfiwt) time convention is used here and
work of viscous and thermal relaxations in rigid-frame po- P ' @

rous medi&” The resulting equations are shown to reduce tppercase letters indicate the temporal Fourier transforms

previously derived ones in the limiting cases of low and high(frequency-domamvgloc% and pressure fields. The com-
frequencies. plex operators are given by

—iwBP=-V-W, )

whereW is the acoustic particle velocitiaveraged over a
cross section normal to the nominal propagation direction

T/=Vx[1—8(w7\,or)], 3

B=B[1+(y—1)S(0Ten)], @)

_ o whereV..=Q/pq?, B.=Q/Py, O is the porosityq is the

The relaxation model for sound propagation in POrOUSy,t0sity (= ya.. in the notation of some papers such as
media is based on the concept that temperature perturbatiops,ts g and 9 p is the ambient air densit is the ambient
introduced into the gas saturating the porous medium relax; ,ressurey is the ratio of specific heatS,is the relaxation
over time to the temperature of the frame material, as thg,cion, and ther's are characteristic relaxation times. The
frame generally has a much higher heat capacity than thg yscript “vor” indicates the vorticity(viscous mode wave
saturating gas. Similarly, a change to the pressure gradieRtq and “ent” the entropy(heat conductionmode® The
across the porous medium will induce a variaf[ion in the ﬂOWfoIIowing simple phenomenological equation for the relax-
velocity that relaxes to a steady state determined by the pefyion function provides a physically realistic approximation
at all frequencies for the actual relaxation response of porous
3E|ectronic mail: d.keith.wilson@erdc.usace.army.mil media:

Il. FREQUENCY-DOMAIN RELAXATION EQUATIONS
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1 the medium to an impulsive change in the pressure gradient

S(o7)= ——=. (5) (or the pore temperatu)r.é With the transformed response
Vi-lor function, Eq.(7) becomes

The relaxation times may be “tuned” to fit the behavior

of the porous medium well in a particular frequency range of a_W_ _ Ve ! 1

. L . =—-V,Vp+

interest, although similar values are usually obtained regard-  dt VT Ty d —= =t

less of the frequency range of the tunfhghe valuesr,q, ,

=2.pq'2/'aQ an'd Tont= Np,SéTvor (where o is the static flow Xexp{ _ -t )Vp(t’)dt’. (9)
resistivity, Np, is the Prandtl number, ansk a pore shape Tvor

factor were shown in Ref. 7 to provide a relaxation model
that is nearly indistinguishable from the pore microstructural
model developed by Allarét al* More complicated relax-
ation functions than Eq5), with additional free parameters,

. . \V
can be used if desired to produce a more accurate model folg
a given porous materidl. t

Equations(1)—(5) are similar to empirical models sug- . X .
gested by Johnsoet al® and Allard and ChampoukLike undesirable in calculations. .
the relaxation model, the others use radicals of the form Alternatively, we could multiply both sides of E() by

- . ~ 71 -
JI—iw7 to interpolate in a simple way between the correcttn® complex density, defined gs=V~=. With some alge-

asymptotic behavior at low and high frequencies. However,bralc manipulation, one can show

IWhen Tyor IS Very short in comparison to the time scale over
which Vp varies, the latter may be regarded as constant un-
der the convolution integral. The integral then evaluates as
p(t) V7 7o and hence the second term on the right side of
is equation becomes$ V. Vp, thereby cancelling the first
term. This approximate cancellation of the two terms can be

the functional forms of the complex operators are different. —
Equations(1)—(5) were developed through comparison to 5:\/;1&
known analytical solutions for simplified pore geometries Vi-ior,e—1
and a heuristic solution of the diffusion equation for the vor- _
ticity and entropy modes in a porous medififiThe differ- _y-1 1- Ty 1
i - - 1+ . . (10

ences between the relaxation model and the Johesah — 1O Tyor Vi-ior
and Allard and Champoux equations appear to be important )
when undertaking the development of a time-domain modelTherefore, instead of Eq6) we have
As will be shown in the next section, the relaxation model
readily transforms to the time domain without modification. 1 ﬂ_- -

) 1h 1+ : oW V.. VP. (12)
We were unable to similarly transform the Johnsoml. and V1I—iwTyg/ \ Tvor

Allard and Champoux models. ) ) ) ) )
Applying the inverse transform to this equation yields

IIl. CONVERSION OF THE EULER EQUATION TO THE W WL ) Tyort OW(L ) 01
TIME DOMAIN — vor

ow 1 ft

—+
Tvor Ot N Tyor J = Ji—t’
!

t—t
X ex;{ - )dt' =-V.,Vp. (12

Tvor

Substituting Egs(3) and (5) into Eq. (1), one has

—ToW=-V,| 1— VP. (6)

1
V1i—iw7 . .
Equations(9) and (12) are equivalent, but one form or the
When the inverse Fourier transform is applied to &), the  other may be more convenient in a given application.
—iw multiplying W on the left side of the equation becomes
the time derivative. On the right side, the product of the

relaxation function and pressure gradient becomes a convo-
lution between the inverse transforms of these quantitieé.v- CONVERSION OF THE MASS-CONSERVATION

Thus, we have in the time domain, EQUATION TO THE TIME DOMAIN

A time-domain equation for mass conservation is devel-

W 1
—= —VmVp+Vx]-"1(— *Vp, (7)  oped by substituting Eq$4) and (5) into Eq. (2):
ot Vl_invor)
where the lowercasw and p indicate time-domain fields, i 1+ y—1 P=——V.W 13
F~1is the inverse Fourier transform, andindicates con- P V1i-iw7e, ' 13
volution. The desired inverse transform [Ref. 12, Eq. ) ) . )
(3.382.6] Transformation to the time domain then yields
=5 ——|-—— t>H<t> ® Be® -1 F |« P v
sS(1)= = exp — - , o T By —|*——=—-V.w.
l-iwT mrt T at ’ Vi—iwre, ot
(14)

in which H(t) is the Heaviside functiofD for t<0 and 1 for
t=0). The functiors(t) can be interpreted as the response ofApplying Eg. (8), we find
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ap  Bu(y—1) [t ap(t)iat’ t—t’ mass gcceleration term_is approximate with the version of the
ﬁwEJr —exp — )dt’ relaxation model used in this letter.
VT Teny /== VIt Tent Considering next the low-frequency approximation of
=—V.w. (15) the mass-conservation equation, Etp), we similarly make
the approximatiorp(t’')/dt’ =gp(t)/at under the convolu-

Unlike the Euler equation, the mass-conservation equatioflon integral. After performing the integration, we are left
does not appear to possess two equivalent forms. Algebraggith

ically, the presence of—1 in Eq. (13) [instead of the—1
present in Eq(6)] prevents a factorization analogous to Eq. B y&_p: V.w (19)
(10). On the other hand, the approximate cancellation of 7ot '

terms discussed in connection with Ef) does not occur in

Since B..y=Q/P is the isothermal compressibility, this re-
Eq. (15).

sult simply implies that at low frequencies {.,<1) the
sound waves propagate isothermally in the pores, as is con-
sistent with other models in the literatuf&>
V. COMPARISONS WITH PREVIOUS RESULTS Let us next consider high-frequency approximations. If
the acoustic period is much shorter than the relaxation times
Equations(9), (12), and(15) are the main new results of - and 7., the relaxation process always lags the sound
this letter. They provide time-domain equations for soundyave and the exponential factor in the convolution integrals
propagation in rigid porous media that apply in all frequencyremains close to 1(This is true so long as the high-
ranges of the acoustic disturbance. In this SeCtion, we Cormequency excitation has been stationary over an interval
pare the new results to previous ones for low or high fre-|arge compared ta,,,.) Furthermore, whem 7,1 in Eq.
quencies. (12), we may neglect the terms involving(t)/ 7, in com-

Let us first consider Eq12) at a low frequency, specifi- parison togw(t)/dt. Therefore Eqs(12) and (15) approxi-
cally w7,,<1. At such a frequencyw(t) varies little over mate as

the relaxation time. The exponential factor under the convo-
lution integral in Eq.(12) quickly decays over the acoustic aw 1 toaw(t’)/at’

period. Therefore we may consider solving the integral ap- EJF ’_WTvor N — dt'=-V.Vp (20)
proximately by expandingv(t’) andow(t’)/dt’ in a Taylor
series about. Takingw to be on the order of unityo(1)],  and
TvordW/ dt would beO(wr,,,), etc. We have the approxima- ap  Bu(y—1) [t ap(t)iat’
tions, t0O(w7yyy), ot — dt/=-V.w. (21
R B e ) T
w
W(t’)zw(t)+(t’—t)T, Alternatively, we could have derived these equations from
16 Egs.(11) and (14) by observing that the relaxation function
aw(t") aw(t) 16 4 high frequencies isS(w7)=(—iw7) Y2, and that

Tvor g7 = Tvor gr - F Y (=iw7y) Y= (mryet)  Y2H(1). Equations20) and
) _ _ ~(21) are the same as Fellah and Depolligifsone setsV.,
When these expansions are substituted into the convolution ¢)/p | 7,.,= A%p/47, andrey=Np{A'/A)27,.,, Where

integral in Eq.(12), it is readily evaluated asv(t)/7vor 4 is viscosity andA andA’ are viscous and thermal charac-

+(3)dw(t)/at. Therefore Eq(12) becomes teristic lengths.
2 3 aw
w5 G = V=P (7 VI. OTHER TIME-DOMAIN EQUATIONS
Setting 7,,=2pq%¢Q and V.,.=Q/pg?, as suggested in Equations(18) and (19) describe sound propagation in

Sec. Il, allows the preceding equation to be rewritten as  porous media in the limit of low frequency. In this section,
we develop extensions of these equations that are valid to a

— —=_Vp. (18) higher order in frequency but, unlike Eq9), (12), and(15),

20 ot do not involve convolution integrals.

Similar equations, relating the pressure gradient to the sum Equation(11) can be written in the following form:

of a s_tatic flqw term and a mass accelera_tipn term, are com- mwz —(L=iw7e)W— 7oV VP. (22)

mon in the literature. However, the coefficient on the mass

acceleration term is written in a variety of ways that are notOn the left side of this equation, the square root can be

necessarily equivalent. For example, in place pf32Q,  Written asy1—iw7e=1—iwn,/2+0(w?), whereO(w?)

Morse and Ingartiuse an “effective densityp,. Fellah and  indicates terms of ordew”. Using this formula, Eq(22)

Depollie? usepay, Whereévﬁ) is the zero-frequency limit of becomes

the tortuosity. Attenborough shows, for slanted circular cy- . 4 2 2

lindrical pores, that the coefficient isp42/3Q). The main lo 7y W=(3)WH (3) TuorV VP +O (@) (23)

point here is that Eq18) is the phenomenologically correct In the time-domain, Eq(23) coincides with Eq.(18). In

low-frequency approximation, although the coefficient on theorder to generalize the latter equation to higher frequencies,

3pq? ow B
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we apply a Pad&,1 approximation to the square root in Eq. Their range of applicability is narrower than that of E(&7)
(22): and(28), however wider than that of Eq&L8) and (19).

\/.7 1-i3wr, /4
1—i W Tyor=— m. . . . .
A time-domain version of the relaxational model for
Let us decompose both sides of E24) into a Taylor series.  sound propagation in rigid-frame porous media was devel-
Then, the left and right sides will coirjcide to ordef and oped in this paper. The new equations have physically real-
differ by termsO(«®). Therefore, a Padg,1 approximation jstic behavior for all frequencies and reduce to previously
is formally equivalent to the second-order approximation ofknown results in the limits of low and high frequencies. The
the square rooty1—iwr,. However, it is known that a ease with which the time-domain model was developed ap-
Padel,1 approximation often works better than the secondpears to be due to the particular algebraic equations used in
order approximation of the square root since it is a polynothe relaxation formulation.
mial approximation. Note that Padgproximants were also Both the Euler and mass-conservation equations in the
used by Chandler-White and Horoshenkbto tie up the  time-domain relaxation model involve convolution integrals
low- and high-frequency asymptotic limits of theoretical hetween the acoustic fields and an impulse response of the
models of the acoustical properties of rigid frame porousorm s(t) = (7 rt) ~Y?exp(~t/9)H(t), wherer is a character-

(24)  VIl. CONCLUSION

media. o _ o istic relaxation frequency. It would be of interest to find other
Substituting Eq(24) into Eq.(22) and multiplying both  response functions, with additional free parameters, that lead
sides of the resulting equation by-1w7,,/4, we obtain to tractable time-domain models.
i _ 22 __ i
2(1-io715— 07, /8) W TyorVo(1 |“)7'vor/4)¥2|:;-) ACKNOWLEDGMENTS
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Submerged plane layered isotropic media: Properties of the
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The plot of the transmission coefficient moduli cannot be used to analyze all the resonances of
layered structures because of the overlapping of the resonances. A method using the scattering
matrix eigenvalues is presented. It allows, first, to annihilate the overlapping and to recover the

resonance positions and half-widths and second, to divide in two independent sets most of the
resonances involved in symmetric structures as well as in nonsymmetric ones. Comparisons
between the results provided by the method and those coming from the poles of the transmission
coefficient agree. In many cases, the transition terms constitute a generalization of the transmission
coefficients. ©2004 Acoustical Society of Americ4dDOI: 10.1121/1.1785615

PACS numbers: 43.20.Ks, 43.20.Fn, 43.40[®CG] Pages: 1893-1896

I. INTRODUCTION a given modgor resonanceand then to have a certainty of
the family to which this mode belongs.

Nowadays, the theoretical methods to analyze acoustic A simple method that is suitable for a fast evaluation of
wave properties in plane layered media, for instance in theéhe resonant properties of layered media is proposed which
goal of nondestructive evaluatidiNDE) of materials, bor- connects the first two ways and avoids the derivative pro-
row mainly three different ways. At first, if modal properties cesses of the third method. It is based on the analysis of the
are studied, a Newton—Raphson procedure is set to work t8-matrix eigenvalue&.In Sec. II, we recall the main proper-
search for the roots of the secular equation and the dispersiaies of this matrix for a layered structure immersed in a lig-
curves are plottedt? Second, reflectioror transmissionco-  uid. In Sec. Il in order to illustrate the method, we consider
efficient modulus is plotted in the frequency or the angularthe case of an elastic and isotropic solid bilayer immersed in
variable. The positions and widths of the trougles the  water(water-loaded aluminum/steel structur€omparisons
spikes in the curves are compared with the experimentalare made between the results provided by the eigenvalues of
data® In other cases, a resonant scattering formalism is builthe S matrix and the results given by the roots of the disper-
in order to obtain a best interpretation of the wave professsion equations and the transmission coefficient of the bilayer.
The connection of this second way with the first is generally
not easy because there is very little correspondence betwedn SCATTERING MATRIX PROPERTIES

the trou_gh_(pealﬁ I_O(_:ation in the curve O‘_c the reflection Consider a plane bilaye®1/S2 with a welded contact
(t.ransm|35|o)1 coefﬂmept modylus and the mform'atlon pr.o.— between the elastic soliddl andS2, the interfaces being in
vided by the mode’s dispersion curves. The difficulty origi- e 5y axis direction. Such a contact between solids is con-
nates from the overlapping existing betwe(_an mor’cfé‘shat . sidered here simply for checking the method but other types
is why a study of the phase_of the reflection coefficient 'Sof contact could be of concern as soon as dissipative pro-
recommended at the same time. It allows one to determingggses are not taken into account. The surrounding ligQid
the frequenciegor angle$ where jumps occur in the phase. |54 densityp,, sound wave speech. The layers being in-
Unfortunately, the resonance width remains difficult to Ob'dexedj with j=1,2, the densities arg;, the L-wave (re-
tain. Third, the phase derivativesf the reflection coefficient spectively, T WaV,@ ,velocity s denoteld’ch (respectively
with respect to the variablerequency or angleor to the ¢i7). A plane homogeneous monochromatic wave, with an-
physical parameters are plotted. This way shows clearly thﬁular frequencyw, is incident with an angled, from the

link existing between the first two ways, as it allows one gy rounding liquid onto the bilayer. The wave number in the
obtain both the position and the half-width of the resonancespterface’s direction will be denotekl, =k, sin 6y, with K,

but it necessitates the computation of derivatives and is- ,/c,. Numerical results will be, however, given with the

therefore neither easy nor fast enough to set to work. help of the nondimensioned form of the wave numigr
For the three ways we have just described, if the layered_ sing

structure is a symmetrical stackirithat is, it has a physical o

plane of symmetry parallel to the interfagesymmetric or plate andT; the related transmission coefficient when the

ant|symn_1etr|c V|brat_|on F“Odes are easny dlstmgm_shed, Con|'ncident wave first encounters ti0/Sj interface. One has
versely, if the stacking is an asymmetrical one, it becomes

difficult to predict the symmetric or antisymmetric nature of ~ Ri#Ry,|Rq[=|Ry|, T1=T,.

These coefficients are frequenty w/27 and angled, de-
dElectronic mail: rembert@univ-lehavre. fr pendent. From the energy conservation law across the struc-

Let R; be the reflection coefficient of the whole bilayer
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ture, a 22 matrix calledS matrix can be buift whose ele- L.00
ments are the reflection coefficients on the diagonal and the
transmission coefficients on the off-diagonal. Defined over
the field of complex numbers, this matrix is unitagS" 072
=S*S=| (the+ sign means Hermitian conjugate ahds
the identity matrix. Both eigenvalues of this matrix,and u
[see Eq(27) of Ref. g], have the modulus equal to 1 and the
associated eigenvectors define an orthonormal basis
(ey.e,), that is, two independent subspaces.

A resonance of the bilayer will occur each time the
(squared modulus of the transition terms defined By ] U d d
=(A—1)/2 andT,=(x—1)/2 and plotted versus the fre- 6 00 \J g U OL
quency or the incidence angtg describes a peak. In Ref. 8, T 10 20 0 0
devoted to the problem of an immersed aluminum plate, it
has been shown that the eigenvalueontains the symmetri-
cal modes, whereas the eigenvajueontains the antisym- FIG. 1. Water-loaded aluminum/steel structure. The squared modulus of the
metrical modes. Here, because of the absence of materiggnsmission coefficient is plotted versus the incident angle at a frequency of

) . . .4.5 MHz (fd=13.5 MHz mn). Most of the amplitudes of the peaks never

_symmetry with res_pect to the median plane _of the bllayer, M anch 1. Beyond the angle 29° no peak exists.
is no longer possible to speak of symmetrical or antisym-
metrical modes. Nevertheless, the independence of the eigen-
vectorse, ande, suggests that the transition terms describelf the layers and due to the angular domaliangles greater
again two physical independent parts of the resonant spe&ha” 0.1), the three interfaces are noncoupled ones. Then, we

trum, and this can be seen as the extension of the customaf?Ve t0 deal with three semi-infinite structureS0/S1,
separation between symmetrical and antisymmetrical mode§.0/S2, and S1/S2. The Rayleigh-type resonances describe

As a consequence of this last remark, it can happen that f€ generalized Rayleigh waves propagating along-(i&1
given resonance is drawn partially by each of the two eigen@nd theF0/S2 interfaces. The Stoneley-type resonance de-
values. It becomes difficult then to specify the nature of the>c"ibe the Stoneley wave propagating along $és2. inter-

Squared‘modulus of

Incident angle (degrees)

resonance and, by extension, the nature of a mode. face (the existence conditions’ are filled here for the
aluminum/steel combinatignConverted into wave number

lIl. CASE OF A WATER LOADED ALUMINUM /STEEL units, one has for the generalized waves at the water/

BILAYER aluminum interfacek,~0.507+i0.014 and at the water/

For the computations, the following parameters are choSt€€! interfacek,~0.511+i0.037. For the Stoneley wave at
sen: water fo=7900 kgm 3, co=1470 ms1): aluminum the aluminum/steel interface, one hlkg~0.480+i0.000.
(p1=2790kgm 3, ¢, =6380ms? c;r=3100ms?); These values are identical to those obtained by solving the

and steel f,=7900kgm3, c, =5790ms?, c,y Secularequaton. N _
=3100 msY). The layers each have a thicknebs 3 mm. A zoom of t.he situation beyond the cnycal andlgr is
This choice of parameters corresponds to characteristic imRrésented in Fig. 3, in the angular domain 26°-36°. The
pedance ratiopoCo/p;Cj. 1 (j=1,2) small when compared
with 1, that is to say, we consider here light fluid loading.
Figure 1 shows the curve ¢T,|? plotted versus the angular
variable for the frequency 4.5 MHz. Most of the peaks never
reach 1. Figure 2 shows the curveq®f|? and|T |2 for the
same frequency. Contrary to the transmission coefficient, all
the peaks have a magnitude equal to 1. For very narrows
peaks, this is not obvious on the curve due to numericaly o.50 -
resolution. The whole resonant spectrum is divided in two u i
sets: resonances with the solid cury&,(2) and resonances
with the dot curve (T ,|?). Many results can be read on 0.25 |
these curves(l) Beyond the aluminum critical anglé.;
~28.31°,|T,|? has only ongvery narrow peak, while each 1 JU i
of the two transition terms exhibits one broad pg@k.From 0.00 = AWVAGSA
the preceding point, we can deduce the existence of two ° 10
kinds of resonance beyond the critical angle: first, the Ray- Incident angle (degrees)

leigh type located near angles 30.50Vater/aluminumand g, 2. water-loaded aluminumisteel structure. The squared modulus of the
30.76° (water/steel with corresponding angular half-widths transitions terms is plotted versus the incident angle at a frequency of 4.5
1.90° and 0.73°; second, the Stoneley type very narrow ifMHz. Three effects of the transition terms &g the distinction between

. . two sets of resonances by the sol|@(|2) and dot {T,|?) curves;(b) the
comparison to the Raylelgh type and located near the angl0 taining of peaks with amplitudes equal to 1 accord};ng to the law of energy

28.71°. Aqtually, because of the rglatively great Valu_e of theonservationyc) the obtaining of resonance peaks beyond the angle 29°
frequency(i.e., short wavelength with regard to the thicknessrelated to interface waves.

0.75 4

ransitions

)

(=3

Squared modulu
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30.5%» 30.76%
(Water/Aluminum Rayleigh) (Water/Steel Rayleigh)

—

Re@) plotted versus the frequency—thickness product.
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0 2 28 30 32 34 36 layered media. The reflection and transmission coefficients

) of the layered structures have not been studied individually

Incident angle ( degrees ) as usual. We rather use the transition terms which are derived

FIG. 3. A zoom of the preceding figure in the angular donfaié®, 36°]  from the eigenvalugs Qf the scattering matrix. The tran;itipn
showing the very narrow Stoneley wave peak located at 28.71°, the geneterms are a combination ot the reflection and transmission
alized Rayleigh wave peaks located, respectively, at 30.50° and 30.76°. Dugoefficients and contain more physical insight than the two
to the asymmetry of the bilayer, the Rayleigh resonances have no defini oefficients. As a proof all the resonant behaviors of the
nature, being each partially described by the two eigenvalues. Both the quiKg. ) ' .
loading and the coupling between solids can influence the nature of th |Iayers _ar_e sketched a_n_d most of the overlapplng_ phe_nom-
resonances. ena annihilated. In addition, a one-to-one connection is es-
) _ _ tablished between the points on the dispersion curves of the
Rayleigh resonances are not related to a given eigenvalue bgfiayer, which were usually found by computing the roots of
arise from a contribution of both and u. For instance, the  the secular equation and our method. Technically, these tran-
curve of the water/steel Rayleigh resonarteenplitude of  sition terms are nothing but symmetrization and antisymme-
transition term e:qual to one at 30.76°) is described in thrization operators in the case of symmetric bilayers. They
domain 29°-31° by the solid curve and in the domaincan also be considered as a generalization of the transmission
31°-36° by the dot curve. It is superposed on the curve ofgefficient concept.
the water/aluminum Rayleigh Eesongr(@nplltude of tran- By considering sufficiently great values of the frequency
sition term equal to 1 at 30.50°) which is also described byang piotting the modulus of the transition terms versus the
the two eigenvalues and has a broader width. The fact that

the Rayleigh resonances are each partially described by the 14.240 28,780
eigenvalues expresses the absence of physical symmetry i 7.68% 17.80%] 32.07%
the bilayer. It then results that the two eigenvalues contribute , 1 \ YV v

to each Rayleigh resonance contrary to the case of a singl§
plate, where each Rayleigh resonance is entirely describe(}:%
by one eigenvalu®.The linear independence of the eigen- 2 0.8r
vectors ensures for its part that the Rayleigh resonances og 0.7
Fig. 3 are two different entities. However, in the spectrum of :
Fig. 2, one can also find resonances described by only one 03 |
the eigenvalues, that is, having a defined nature.

Another result can be obtained by examining the disper-

sion curves of the water-loaded aluminum/steel bilayer, Fig.
4, which furnish the real parts of the complex rokgsof the
dispersion equation versus the frequency—thickness produc
fd. The comparison with the curves of the transition terms at
an arbitrary value of the frequency, says 0.66 MHz in Fig. 5,
shows a good agreement between the data provided by th®
two methods. The peaks of the transition terms are locatec. Incident angle ( degrees )

e).(aCtIy as indicated on the qISperSIOD C“T"es' The halfT:IG. 5. Squared modulus of the transitions teffig)? (solid curve$ and
widths correspond also to two times the imaginary part of thqmz (dot curves versus the incident angle, at 0.666 MHEdE2 MHz
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roots of the dispersion equation. mm). Comparison with the points of the dispersion curves at the same fre-
guency (points of intersection with the vertical line positioned &d
IV. CONCLUSION ~2 MHz mm) shows, for the real parts of the wave numbers, a good agree-

ment between the method using dispersion curves and the method of the
A new method has been performed to analyze the acouggattering matrix eigenvalugthe abscissas of the peak maxima are indi-

tical properties(modes and resonangesf nondissipative cated by arrows
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incident angle, surface wave characteristics of the layers aréJ. p. Jones, “Wave propagation in a two-layered medium,” J. Appl. Mech.,
exhibited. In particular, for a water-immersed aluminum/steel , Trans. ASMES1, 213-222(1964. _ o
bilayer, it is easy to understand that the surface wave reso-~ coulouviat, M. Rousseau, O. Lenoir, and J.-L. Izbicki, “Lamb-type
. . .. waves in a symmetric solid—Fluid—Solid trilayer,” Acust. Acta ACLBA,
nances were not present in the reflection or the transmission»_o0(1993.
coefficients because of the overlapping between modes th&p. F. Mc Cammon and S. T. McDaniel, “The influence of the physical
occur in those coefficients. The method is accurate and verypmpgrties of ice on reflectivity,” J. Acoust. Soc. Ar7(2), 499-507
easy to use for resonance studies. (1989. . .
¥I'h' f d . d bil but the f 4P. D. Jackins and G. C. Gaunaurd, “Resonance acoustic scattering from
o is papher ocm:se on gnmersl_e ! |ayers,b_utt e 0”';)“' stacks of bonded elastic plates,” J. Acoust. Soc. B®(6), 1762—1776
ation given here also can be applied to an arbitrary number (1986.
of layers (liquid or solid with, however, some limitations. 5A-_ Freedman, “On the overlapping resonances concept of acoustic trans-
For instance, the method cannot be applied in the presentgéiséznwtgrgzglhfg f”lggig‘g;'ate- . An examination of properties,” J.
form in the entire angular domain. For more than two layerS'GA. Freedman, “On the overlapping resonances concept of acoustic trans-
band gaps make the modes concentrate at some angles. Evefiission through an elastic plate. 1l. Numerical examples and physical
if it is possible to distinguish between two sets of modes, it7implicati9ns."J- Sound Vib82, 197-213(1982.
becomes difficult to separate clearly the spikes and to obtain©: Lenoir. J. Duclos, J.-M. Conoir, and J.-L. Izbicki, "Study of Lamb
havi hing the Breit—Wi nerWaves based upon the frequential and angular derivatives of the phase of
resonance curves having or approaching g the reflection coefficient,” J. Acoust. Soc. A4, 330—343(1993.
Shape. 8H. Franklin, E. Danila, and J.-M. Conoir,S‘matrix theory applied to
Recently, this method has been used to recognize theacoustic scattering by asymmetrically fluid-loaded elastic isotropic
symmetric or antisymmetric nature of the guided modes of agg'aéesé" ﬂ] IAtcofﬂ?L- Soc. Amlflo(l_)’t 243_2?‘;’(2(10.])'h 4 Stonel ,
_ . . . . . Scholte, € range ofr existence of Rayleigh an oneley waves,
wate_r saturated poroelastic layer |mmerseq_ in V\]/étb_y Mon. Not. R. Astron. Soc.: Geophys. Suppl.120—126(1947.
pl_ottlng the squared modulus of each transition term in theok sesawa and K. Kanai, “The range of possible existence of Stoneley
(ky, fd) plane. It remains now to experiment it on more VTva;/eSl";mi S&Tg;gelated problems,” Bull. Earthquake Res. Inst., Univ.
L - . okyo 17, 1— .
complex cqses Su,Ch as .elastlc ISOtI’(?pIC Iayered media fQ[G. Belloncle, H. Franklin, F. Luppe, and J.-M. Conoir, “Normal modes of
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anisotropic layered media. coefficients,” Ultrasonicgtl, 207—216(2003.
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The effects of single and double hearing protection on the
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Recent results have shown that auditory localization in the horizontal plane is dramatically worse for
listeners wearing double hearing protecti@arplugs and earmuffshan it is for listeners wearing

single hearing protectiotearplugs or earmuffs alon€eThis suggests that double hearing protection
might also impair the spatial unmasking that normally occurs when two simultaneous talkers are
spatially separated in azimutlthe so-called “cocktail party” effegt In this experiment, normal
hearing listeners wearing no hearing protection, single hearing prote@@muffg, or double
hearing protection were asked to perform a speech intelligibility task that required them to segregate
two simultaneous talkers who were either presented from the same loudspeaker or spatially
separated by 90° in azimuth. The listeners were also asked to determine the location of the target
talker in each trial. The results show that the listeners were unable to reliably determine the location
of the target talker when they wore double hearing protection, but that they were still able to benefit
from the spatial separation of the competing talkers. This suggests that the use of double hearing
protection causes spatially separated sound sources to be heard at locations that are inaccurate but
still distinct enough to enhance the segregation of speecfDOI: 10.1121/1.1786812

PACS numbers: 43.50.Hg, 43.66.Vt, 43.66.[{R] Pages: 1897-1900

I. INTRODUCTION One possible explanation for the dramatic decrease in
localization performance that occurs when double hearing
Hearing protection devices play an essential role in preprotection is worn is that the interaural localization cues that
venting long-term occupational hearing loss, but they carare usually present in audio signals that enter the ears
also impair the localization cues that listeners use to proceshrough the ear canals are being contaminated by bone- and
and analyze surrounding sound sources. This is especialtissue-conducted sounds that enter the listener’s ears directly
true in environments with noise levels that exceed 100 dBAthrough the surface of the head. This kind of bone conduc-
where double hearing protectiga combination of earplugs tion is already known to place a limit on the amount of
and earmuffs should be worn to avoid the possibility of attenuation that can be achieved with conventional earplug
permanent hearing log8lIOSH, 1998. Recent results from and earmuff hearing protection devicé&wislocki, 1957;
our laboratory have shown that listeners wearing doubléerger, Kieper, and Gauger, 200®nce these devices at-
hearing protection are much worse at sound localization thatenuate the direct sound entering the ear canal below the
those wearing earplugs alone or earmuffs alone. Earplugevel of the sound reaching the cochlea through bone or tis-
and earmuffs have long been known to impair the spectratue conduction, additional attenuation no longer has any ef-
cues used for the localization of brief sounds in the horizonfect on the perceived level of the sound or on the long-term
tal plane(Abel and Hay, 1996; Abel and Armstrong, 1993; damage it can cause to the listener's hearing. Researchers
Vause and Grantham, 1999; Bolia, D’Angelo, Mishler, andwho have estimated the bone-conduction limit by measuring
Morris, 2001, but most studies have shown that listenerssound detection thresholds with increasingly effective ear-
wearing single hearing protection can adequately localizlug and earmuff combinations have found that the bone-
sound sources in azimuth when they are on long enough toonduction limit on conventional hearing protection ranges
facilitate the use of exploratory head movemefftoble, from roughly 39 dB of attenuation at 2 kHz to roughly 55 dB
Murray, and Waugh, 1990However, two recent studies in of attenuation at 500 H¢Berger, 1983; Bergeet al, 2003.
our laboratory have shown that listeners wearing double  Although bone-conduction pathways have traditionally
hearing protection are reduced to near chance localizatiobeen examined in the context of the limitations they impose
performance in the horizontal plane even with continouson the effectiveattenuationof hearing protection devices, it
sound sources that allow them to make unrestricted head likely that these flanking pathways also influence how well
movements (Brungart, Kordik, Simpson, and McKinley, listeners are able t@ocalize sound sources while wearing
2003; Simpson, Bolia, McKinley, and Brungart, 2002 hearing protection. Sound localization in the horizontal plane
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depends primarily on direction-dependent changes in intewas used; Single HP, where the subjects wore earmuffs
aural time and intensity differences caused by the diffractioTasco SoundshieJd and Double HP, where the subjects
of air-conducted soundwaves around the listener’'s head anaore fully inserted foam earplug&-A-R Classic ® under
torso. These interaural difference cues would be badly corearmuffs(tTASCO Soundshield In conditions where HP de-
rupted in a bone-conducted sound, which would propagateices were used, they were fitted under the supervision of an
directly through the head at a much higher rate than a normadxperimenter. Prior to this study, the real ear attenuation at
air conducted signal. Consequently, it may not be surprisinghreshold method was used to determine the attenuation char-
that a listener wearing double hearing protection that reacheacteristics of the Single HP and Double HP hearing protec-
the bone-conduction attenuation limit at frequencies at otion devices for each of the six participants in this experi-
above 1 kHz would perform much worse in a sound local-ment. These attenuation results, which are reported in detail
ization task than a listener wearing single hearing protectioelsewhergBrungartet al, 2003, indicate that the combina-
that does not approach the bone-conduction limit at any fretion of earplugs and earmuffs used in the Double HP condi-
guency. Indeed, similar reductions in localization ability tion of this experiment reach the bone-conduction limit of
have been reported for listeners with severe conductive heaattenuation for frequencies at or above 1 kHz, while the ear-
ing losses who experience the same kind of increase in theuffs used in the Single HP condition produce less attenua-
level of bone-conducted sound relative to the level of air-tion than the bone conduction limit at all frequencies.
conducted sound as listeners wearing double hearing protec-
tion (Zurek, 1986; Noble, Byrne, and LePage, 1994 C. Apparatus

Although a reduction in sound localization ability is ) ) )
clearly one important consequence of the use of double hear- 1he experiment was conducted in the Air Force Re-
ing protection, it may not be the only consequence. The de%s_earch Laboratory’s Auditory Localization FacilitALF), a
radation in sound localization that occurs when double hear@rge anechoic chamber housing an aluminum-frame geode-
ing protection is worn may also impact the processing ofSiC sphe_re with small loudspeakers mounted at each of its
complex auditory scenes with multiple simultaneous sound 72 VerticesBrungartet al, 2003. These 272 loudspeakers
sources. In normal listening environments, the ability to seg?Veré not capable of producing sufficiently intense auditory
regate and process multiple simultaneous sound sources §§muli for the Double HP condition of this experiment. Con-
greatly enhanced when those sound sources are spatiaffgduently, the ALF was modified by mounting two large
separated. The classic example of this is the dramatic ipPowered loudspeakers with twin 8-in. woofe(Barbetta
crease in speech intelligibility that occurs when a targetSOnd at 45° azimuth in the horizontal plane 1.4 m away
speech signal is spatially separated from a masking speedfPm the subject, who was positioned on a platform in the
signal, often referred to as the “cocktail party” effect center of the sphere._ The_se poyvered Ioudspeakers were used
(Cherry, 1953 To the extent that double hearing protectionto generate al! the stimuli used in the experiment. In order tq
disrupts the interaural localization cues that listeners use t8/l0W the subjects to use a computer mouse to make their
segregate spatially separated sounds, one might expect tHRSPONses, a 14 in. color cathode-ray tube was also mounted
benefits of spatial separation inherent in the cocktail partyputside the sphere between the two loudspeaker locations
effect to be greatly reduced in listeners wearing double headirectly in front of the subject.
ing protection. Indeed, Zurekl986 has speculated that a
similar reduction in spatial unmasking should occur in listen-D. Threshold measurement
ers with severe conductive hearing losses. If this kind of

reduction in complex sound processing ability does occur Nitted with the appropriate level of hearing protection and

listeners wearing double hearing protection, then S®P3sked to stand in the middle of the sphere facing the mid-
should be taken to alert the users of double hearing protel?

At the start of each block of trials, the subjects were

tion 1o thi bl 4 to eliminate situati h | yoint between the two loudspeakers. Then they participated
lon fo this problem and 1o eliminate Situations Where a lacky, 5 two-down, one-up adaptive threshold procedluevitt,

hiah noi ) ts. Th  this stud tr197]) to estimate their hearing threshold level with that hear-
Igh Nnoise environments. 1he purpose ot this study was ﬂwg protection device. In each trial of this two-interval

examme_the effect Fhat d_ouble hearing protection has on thIE'Orced—choice procedure, light emitting diodes located over
segregation of multiple simultaneous speech sources. the left and right buttons of a two-button response box were
used to visually cue two consecutive 250-ms observation in-
IIl. METHODS tervals, separated by a pause of 100 ms. A 250-ms burst of
A. Subjects pink noisé was presented in one of these two observation
intervals, and the subject’s task was to determine which in-

Six volunteer subjects, five males and one female, were : . )
. - . : .~ Terval contained the noise burst. Two consecutive correct re-
paid to participate in the experiment. All had normal hearing . ) .
sponses resultedhia 3 dBdecrease in the noise level, and

(<15 dB HL from 500 Hz to 8 kH and their ages ranged each incorrect response resulteda 3 dBincrease in the

from 21 to 24 years. noise level. This procedure was repeated until ten reversals
occurred, and the last five reversals were averaged to esti-
mate the detection threshold for that particular subject with

Three hearing protectiofHP) conditions were tested in that hearing protection device. The mean detection thresh-
the experiment: No HP, where no hearing protection devic®lds measured with this procedure were roughi3 dB

B. Hearing protection devices
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Target Phrase Location Color & Number Identification discrimination task of the experiment. These results show
g [ |g [0 Non spatal| iy s that left-right discrimination was near 100% correct in both
80 @ _Spatial the No HP and Single HP conditions, but that it fell to
roughly 60% correct in the Double HP conditidm two-
factor within-subjects analysis of varianc@NOVA) on the
40 arcsine-transformed data from each individual subject con-
firmed that this drop in performance was significaR{(y)
=27.95,p<0.0001). This finding is consistent with our ear-
NoHP  SingleHP DoubleHP  NoHP  SingleHP  Double HP lier experiment that showed that listeners wearing double

hearing protection are unable to reliably localize sound
FIG. 1. The left panel shows performance in the left-right discrimination sources in the horizontal plariBrungartet al, 2003. Note

ta_sK, where the subje_cts had to identify which speaker the target phrasghat spatial separation of the talkers had no effect on left-
originated from. The right panel shows the percentage of correct color an

number identifications in each condition of the experiment. The error baréiight discrimi.nation in any of the. hearing protection Condi'.
represent the 95% confidence intervals calculated from all the raw data 4tons. Thus, it appears that the listeners were unable to reli-

each data point. ably determine the location of the target talker in the Double

HP condition even when both speech signals originated from
sound pressure levéSPL) in the No HP condition, 22 dB the same loudspeaker and there was no need to use the target
SPL in the Single HP condition, and 37 dB SPL in thecall sign to determine the location of the target phrase.

60

Percent Correct

20

Double HP conditior. The right panel of Fig. 1 shows performance in the
color-number identification task of the experiment. In this
E. Procedure task, spatial separation significantly improved performance

in every hearing protection condition testdtivo-factor
Once the threshold measurement was complete, da@iihin subjects ANOVA on the individual arcsine-
collection started in the speech intelligibility test. This testy.on«formed SCOres(F (1 5= 211.63,p<0.0001). As in the
was based on the coordinate response meaSHiRM), & |eftright discrimination task, there was a significant decrease
caII—S{gn—based intelligibility test conS|s_t|ng of target and;, performance in the Double HP conditioff 0= 23.19,
masking phrases of the form “Readgall sign go to(colon ;. 0.0002). There was also a significafits percentage
(numbej now.” The phrases themselves were drawn frompqing decrease in the magnitude of the spatial advantage in
the pupl|cly-ava|lable CRM corpu_éBoha, Nelson, Ericson,  ihe Double HP conditionK 0= 5.60,p<0.05). Neverthe-
and Simpson, 2000 which contains CRM phrases for all |55 despite the poor location discrimination data in the

gorrl‘t?inatiorls“ of eight"c:elll sigr(,’sf\rrow,” ,:‘I?qron,’:’ “Char- Double HP condition, the intelligibility advantages of spatial
lie,” “Eagle,” “Hopper,” “Laker,” “Ringo,” “Tiger” ), four  genaration in that condition were substanti@®% percent

colors (*blue,” “green,” “red,” “white” ), and eight num- . yect identifications spatial versus 38% non-spatial
bers(1-8 spoken by four male and four female talkers. In On the surface, it seems somewhat odd that listeners

this experiment, the stimulus always consisted of two simul 14 obtain such a large intelligibility advantage from spa-

taneous CRM phrases, a target phrase randomly selectgd| separation in a condition where they could not reliably

from all the phrases containing the call sign “Baron,” and a yistinguish between two spatial locations that were separated
masking phrase randomly selected from all the phrases sp@y, gg° in azimuth. Indeed, the 60% correct discrimination

ken by a different same-sex talker with a different call sign,gcqres achieved in the left-right discrimination task, while

color, and number than the target phrase. These phrases Wet@nnically better than chance, were lower than what is gen-
adjusted to set their rms power levels 30 dB higher than the, 51y considered to be the discrimination threshold for the
hearing threshold measured at the start of the block, anginimum audible angular change in the location of a sound
presented either from the same randomly selected louds, rce or MAA(Mills, 1958). The most likely explanation

speaker(“nonspatial trials”) or from different randomly se-  ¢5, the spatial unmasking in the Double HP condition is that,
lected loudspeakerSspatial trials™). In each case, the sub- 5hough listeners in that condition could not accurately de-
jects task was to first identify the color and number igrmine the actual locations of the talkers, they could tell that

combination contained in the phrase containing “Baron,” e tajkers were originating from different locations, and this

and then to determine whether the target phrase came froppned them to segregate the two speech signals into differ-
the left or right loudspeaker. The subjects were permitted tQt streams and improve their score on the speech intelligi-
move their heads during this procedure, but they were ”Olt)ility test.

specifically encouraged to do so. Each block consisted of 15
spatial and 15 nonspatial trials, and each subject participatgd, suMMARY AND CONCLUSIONS
in four blocks of trials with each of the three hearing protec-

tion levels, with the order of the blocks randomized across ~ ThiS paper has presented the results of an experiment
the different subjects. examining whether the decreases in localization ability that

occur when listeners wear double hearing protection also im-
pair their ability to segregate spatially separated speech sig-
nals. As in previous studies, the results of this experiment

The results of the experiment are shown in Fig. 1. Thehave shown that listeners who can reliably localize sound
left panel of the figure shows performance in the left-rightsources while wearing single hearing protection cannot do so

” o

IIl. RESULTS
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when they are wearing double hearing protection. HoweverThe standard deviations of these threshold measurements were approxi-
despite this decrease in localization ability, listeners wearinngaltdeE';y_5 :’hB 'BthEINOH';P 003}3'“0”' 7 dB in the Single HP condition, and

. - . ; . : in the Double HP condition.
double hea”ng prOteC_tlon Stl_" geem to g?‘m substantial, al,be Across the individual subjects in the Double HP condition, one listener
SomeWhat reduced, |ntel!|g|b|l|ty benefit frpm the spatial performed relatively well at the left-right identification tagk80% cor-
separation of the competing talkers. Thus it seems that theect, one performed relatively poorlf=30% correct, and the others fell
degraded localization cues that prevent listeners from hearbetween 50 and 70% correct responses. These differences are consistent
. . - - with the relatively large individual differences found in our earlier study on
Ing sound sources in the correct Iocatlpns do not necessarll}{)calization with double hearing protectigBrungartet al,, 2003.
make all sound sources appear to originate from the same
Iocatlor_L This suggests thgt IISt_ener_S Wea_‘rmg_qOUble hearm/gbel, S., and Armstrong, N(1993. “Sound localization with hearing pro-
protection may not be as impaired in their ability to process tectors,” J. Otolaryngol22, 357—363.
complex auditory scenes as their poor localization scoresbel, S., and Hay, (1996. “Sound localization: The interaction of aging,
would suggest. It also offers some hope that listeners whohearing loss, and hearing protection,” Scand. Audas, 3—12.

. . - . Berger, E.(1983. “Laboratory attenuation of earmuffs and earplugs, both
have been thoroughly trained while wearing double heanngBSingly and in combination,” Am. Ind. Hyg. Assoc. 84, 321329,

protection (or those who are constantly exposed to boneserger, E., Kieper, W., and Gauger, [2003. “Hearing protection: Sur-
conducted sound due to conductive hearing)losay even- passing the limits to attenuation imposed by the bone-conduction path-
tually be able to learn to improve their localization ability. _Ways."J. Acoust. Soc. Aml114, 1955-1967.

p . hh h that list h ive t .Bolia, R., D'Angelo, W., Mishler, P., and Morris, 1(2001). “The effects of
revious research has snown that listeners who receive raln'hearing protectors on auditory localization in azimuth and elevation,”

ing can learn to adapt to a variety of different disruptions in Hum. Factors43, 122—128.
the cues they would normally use to localize sounds. FoBolia, R., Nelson, W., Ericson, M., and Simpson, @000. “A speech

example, Hofman and his colleagu€k998 conducted an igr?P“lSO 6f(5)r E)ngta'ker communications research,” J. Acoust. Soc. Am.
experiment where listeners’ normal localization cues Weres;ngar, 0., Kordik, A., Simpson, B., and McKinley, R2003. *Auditory

disrupted by inserting plastic molds into their left and right localization in the horizontal plane with single and double hearing protec-
ears. The results of this experiment showed that listenerstion,” Aviat., Space, Environ. Mede5, A31-38.

could, over a several day period, learn to localize relativelfgﬁgyén%(tfo‘szér f,?g“;?;‘ﬁsetr'rgﬁzti;’é tg?;fg?g”'t'o” of speech, with

well with these disrupted cues. Furthermore, once Fheﬁofman, P. M., Van Riswick, J. G. A., and Van Opstal,(4998. “Relearn-
adapted to these cues, they were then able to localize with ofing sound localization with new ears,” Nat. Neurostj.417-421.
without the earmolds with no addional periods of adaptationt-evitt, H. (1971. “Transformed up-down methods in psychoacoustics,” J.
. . Acoust. Soc. Am49, 467-477.
. _Shlnn-Cunnlngham_, D_urIaCh' and He(ti998 reporte_d Mills, A. (1958. “On the minimum audible angle,” J. Acoust. Soc. ABD,
similar results for localization cues that were systematically 237_246.
remapped in the horizontal plane. Thus, to the extent thallOSH (1998. “Criteria for a recommended standard-occupational noise
double hearing protection produces disrupted location cueseXPOS%ei”rf?Ubt- NO-D9C8-1261 U.S. Department of Health and Human Ser-
. . . . vices, Washington, DC.
that change systematically with source location, one m|gh[\loble, W., Byrne, D.. and LePage, B.994. “Effects on sound localization
expect listeners to eventually be able to learn to use theseof configuration and type of hearing impairment,” J. Acoust. Soc. AB).
disrupted cues to localize sounds. Further research is now992-1005. .
needed to determine the extent, if any, to which listeners ardoble. W., Murray, N., and Waugh, R1990. “The effect of various hear-

. o ing protectors on sound localization in the horizontal and vertical planes,”
also able to adapt to the disrupted localization cues that oc- 5., "4, Hyg. Assoc. J51, 370—377.
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By using an experimental approach, the acoustic backscattering from air-filled cylindrical shells,
immersed in water, is investigated. The targets considered in this work are ended either by
hemispherical caps or by flat circular lids. Given the 1% shell thickness and the frequency window
of this study, only echoes resulting from the propagationSgfand T, waves (respectively,
quasi-compressional and quasi-shear waves of lowest )oaderobservable. On both types of
objects, measurements are carried out at various aspect angles of incidence over the broadside of the
target. The influence of the type of end-caps on the propagation of helical Wavegaves initially
generated on the cylindrical part of the objectis studied using incidence-angle/time
representations. @004 Acoustical Society of AmericdaDOI: 10.1121/1.1788731

PACS numbers: 43.40.Fz, 43.20.FANN ] Pages: 1901-1904

I. INTRODUCTION these studies analyze influences of internal reinforcements on
wave propagation on the composite st&ff?

Many authors examine the acoustic radiation from fluid- ~ Some authors use the ray theory to describe helical
loaded finite cylindrical shells excited by a plane wave. Ana-waves which propagate along finite cylindrical shéftd.n
lytical methods are generally used on such a problem taddition, authors of the Ref. 13 study influences of a trans-
carry out investigations in various ranges of incidence anglesersal ring, a transversal bulkhead, joints between hemi-
on the broadside. In most cases, for incidence angles whicspherical endcaps and the pipe and caustics of hemispherical
correspond to the generation of waves on the cylindrical parendcaps.
the finite shell is considered to be simply supported at its  In this paper, experimental results of acoustic scattering
extremities:* Theoretical results are validated by a com-from thin finite cylindrical shells ended by, on the one hand,
parison with experimental ones. The comparison is widelyhemispherical caps and, on the other hand, circular lids are
accepted, even when the shells used in the experiments agempared. Helical waves are obliquely generated on the
ended by hemispherical cap3In Ref. 3, the author calcu- broadside of targets and on the basis of previously published
lates a backscattering pattern in the aspect-angle/frequen@palyses;**°time domain experimental data are examined.
domain from a finite cylindrical shell considered to be sim-Many of the existing differences due to the type of wave and
ply supported at its extremities and compares it with a meato the shape of objects, are highlighted when the objects are
sured backscattering pattern obtained from a cylindrical sheinsonified on their cylindrical part.
ended by hemispherical caps. The backscattered pressure
modulus presented in frequency domain does not highlighti. TARGET DESCRIPTION AND EXPERIMENTAL
the influence of the extremity shape of studied shells. SC€ONFIGURATION
various presentations of results are us@l: aspect-angle/
frequenqy domair, (b) aspgct—anglg/time domalt], and bling together a number of separate pie¢€ig. 1). In both
(© t'h.e tlme/frequency domain fpr given as'pect.—amjlm. targets, the main part is composed of two identical cylindri-
addmon,. in the frequency do.m.aln, an |dent|flcqt|on_ of réSO-.o| shells made of stainless steel 34713100 m/s; C,
nance V|brat|o_n modes of a f|n|t¢ fIat-end(_ed cylmdncal_shellz 5790 m/s; p,= 7900 kg n 3), with extremities fitted onto
has been achieved by an experimental bistatic setup in Reé:'ach other and soft soldered together. The extra solder is

8. i i . filed out to obtain a smooth junction, without altering of the
Other results from computation are obtained by using gyicyness. Dimensional characteristics of the cylindrical part

coupled finite element method/boundary element methtd. .o the outer radiusi=29.3 mm. the radius ratid/a

In these studies, the axial incidence on cylindrical shells_ gg (: inner radiug and the Ien'gth.=400 mm(see Fig.

ended by hemispherical caps, where waves are generated 9" Object A is ended by flat disks of radias made of PVC

the hemispherical part, is investigated. In addition, some of, 4 glued onto each extremity. Object B is closed by stain-

less steel hemispherical end-caps of the same thickness and
dElectronic mail: dominique.decultot@iut.univ-lehavre.fr radius as the cylindrical part. The soldering process used to

The two objects studied in this work are made by assem-
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Object A zones can be identified depending on whether the excitation
I A l-- ¢ is on the hemispherical or cylindrical portion of the sHall.
@

The first zone, from 0° to 50°, concerns excitation on the
hemispherical end-cap : the acoustic response of the object is

| similar to that of axial incidence. The second zone, from 55°

1

L = L a to 90°, concerns the excitation of the object on the cylindri-
__<<1______._______._._____._________._.g;_@f_ cal part. In this case, surface waves follow helical travel

]

paths around the cylindrical part and cross through to the
hemispherical parts. During the propagation, waves are con-
tinuously reradiated into the surrounding fluid. However, due
to the monostatic setup, they can only be received by the
FIG. 1. Assembly of object A and object B. transducer whem, the number of times the wave crosses
hemispherical parts, is odd €1, 3,..). In the same way,
join the hemispherical parts to the cylindrical one is identicalconsidering flat-ended targetsbject A), it has been shown
to the process used for the median junction of cylindricalthat successive series of echoes from the propagation of he-
part. lical waves may be observéd.The corresponding travel
The M.LLR. (Method of Isolation and Identification of pPaths on the shell include odd numbersf reflections at the
Resonancéproceduré® is used to obtain experimental data. extremities.
The air-filled objects are horizontally immersed in water ~ Travel time measurements from objec{Pg. 3@] are
(sound velocity C;=1470ms' and density p, compared to those from object [Big. 3(b)]. Different ech-
=1000 kgm ®) and are then excited by a short acousticoes are identified by their arrival times. The geometrical
pulse delivered from a transducer of central frequency equaﬂpproac'114’15'17’18 takes into consideration wave types, as
to 200 kHz kja=25, wherek; is the wave number of the Well as traveled paths in water, on the cylindrical part and on
incident wavé. The backscattered pressure from the object ighe hemisphers) (for shell B only. The general expressions
received by the same transdu¢€ig. 2@@)]. The broadband of echo arrival times can be found in Ref. 14 for flat-ended
transducefPanametrics V35Q7enables signal investigation shells, and in Ref. 15 for shells ended by hemispherical caps
in the range 8&k,a<45: time and frequency characteristics (the resulting curve networks giving the echo loci in the
of the transducer are given in Fig(t®. The diameter of its time-angle representations are not presented) here
circulgr radiating ;urface is equal to 50 mm. Throughout they T, wave helical propagation
experiment, the distance between the geometric center of the
target and the transducer remains equal to 1.5 m. Echo wave For flat-ended and hemispherical-ended shells, echoes
forms obtained from objects A and B, at variable incidencedue to the propagation of the, wave (quasi-shear wave of
angles comprised between 9@formal incidence to the shell lowest ordey are, respectively, observable on the 60°—90°
main axi$ and 60°, at 1° increments, are cascaded to fornfngular windows of Figs.(@—(b). This angular zone corre-
Figs. 3a)—(b), respectively. In the next section, a survey of SPonds to observation angles of fiigwave on the cylindri-
the echo arrangement analysis from Refs. 14—15 is proposé@l shell. Then, close to 90° the observationTof wave
in order to show the influence of the end-caps. echoes is difficult because the coupling between water and
the shell is weak. The lower angular limit 61.7° corresponds
to the cut off condition of the observation ®f wave which
is obtained by the relation 96°sin”1(C,/Cy); whereCq is
In the case of a target end-capped by hemisphericahe speed of shear waves in stainless steel. The experimental
shells(object B, it has been shown that two distinct angular observation and modeling of helical wave propagation on

AT
Y

I1l. ANALYSIS AND DISCUSSION
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FIG. 4. Evolution ofAt, the calculated delay of echoes from shell B with
g 80 echoes from shell A for=1, as a function of the incidence angle.
%ﬁ?
2 the T, wave observation (61.7°); but this feature has already
g 70 been observetf. For the hemispherical ended shells, the an-
k| gular limit of observation of firsfT, wave echoes is below
the cut off conditior{Fig. 3(b)]. This feature is certainly due
60 . to the T, wave excitation at the threshold of the hemispheri-
100 150 200 250 300 350 cal part of cylindrical/hemispherical junctions. A comparison
Time (us) between two echo wave forms extracted from Fi¢m-3b)

at an incidence angle 80° is made in Fig. 5. In both objects,

FIG. 3. Evolution of experimental echo arrival times as a function of the achoes due to th'éo wave have almost the same arrival time.
incidence angle from object £42) and object B(b). Amplitude increases

linearly from black to white zone. The time origin is fixed by the arrival
time of the specular reflection echo at normal incidenge 00°).

B. S, wave propagation

In this work two types of echoes related to thgwave
finite Cylindrical shell have preViOUSly been achieved in (quasi_compressional wave of the lowest O)dmn be ob-
Refs. 3—4, 6—7, 14-15. All echoes in Fig$aj3-(b) belong  served depending on whether the propagation is along the
to the first pattern: they have been received from travel pathgxis or not.
Comprising one reflection at the eXtremitShe” A), or a (1°) It can benoticed that echoes of tf‘ﬁ) wave, ob-

single crossing to the hemispherical péshell B); (r=1).  servable in the range 82°8=<90°, show a similar arrange-
For a given incidence angle, the interval between two suc-

cessive echoes of the pattern is identical in both objects,

since it only depends on the radius of the shell. On the con- (a)
trary, echo arrival times are not identical in both objects. The
delayAt of echo arrival times from shell B with those from
shell A has been evaluated using the geometrical approach ¢ 0-
Refs. 14-15:
At cosp N 1 1 !
=rma — - .

74\ C tana cepnere - cYindersin o @) .

In relation (1), the incidence anglgs and the propagation ‘\‘\ //

angle « are measured from the cylinder axis and are linked T b
as follows: cosr=cosg/sin 6. The excitation angle is given ( \ (b)
by =sin"?! (C1/CZ§)~28.3° (C;ﬁ: phase velocity of the
T, wave. Within the frequency range of investigation, the
group velocities along the cylindrical and on the spherical 0 1

Linear amplitude

surfaces can be taken &f"**'=C¥"%3110ms*.*°
For r=1, Fig. 4 displays the evolution okt against the
incidence angle. Calculated time values are comparable tc \(
the echo wave form duratiafew microseconds Hence, the x '\ \ g
discrepancy is too small to be clearly noticed from the ob- -.----.----.----.----.----.----.-O---.----.----.----
servation of F|gs. @) —(b). I.n addition _to _that, Fig. 4 shovys . 100 150 200 250 300 350
that the delay increases with the deviation from normal inci- .
Time (ULs)

dence. However, echoes of tfigg wave are not observed

when 8<65° in the case of the flat-ended shigtig. 3a)]. FIG. 5. Echo wave forms extracted from Fig$a)3-(b) at incidence angles
This angular limit is slightly above the cut off condition for equal to 80°(upper and lower parts, respectively
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Vowel production in gay, lesbian, bisexuéGLB), and heterosexual speakers was examined.
Differences in the acoustic characteristics of vowels were found as a function of sexual orientation.
Lesbian and bisexual women produced less fronted /u/ @nithdn heterosexual women. Gay men
produced a more expanded vowel space than heterosexual men. However, the vowels of GLB
speakers were not generally shifted toward vowel patterns typical of the opposite sex. These results
are inconsistent with the conjecture that innate biological factors have a broadly feminizing
influence on the speech of gay men and a broadly masculinizing influence on the speech of lesbian/
bisexual women. They are consistent with the idea that innate biological factors influence GLB
speech patterns indirectly by causing selective adoption of certain speech patterns characteristic of
the opposite sex. €004 Acoustical Society of AmericdDOI: 10.1121/1.1788729

PACS numbers: 43.70.Fq, 43.70.[3L ] Pages: 1905-1908

I. INTRODUCTION amining acoustic characteristics of a small number of vowels
produced by a considerably larger=€ 103) cohort of GLB
Sexual orientation, social identity, and language use arand heterosexual men and women than has been examined in
all matters of intense interest. These issues come together previous research. Our analysis bears on the ongoing debate
the question of whether gay, lesbian, and bisex@llB)  about the origins of same-sex attraction and its potential re-
adults are able to use distinctive speech patterns that convéationship to speech characteristics. Prior research on lan-
their social identity. In many cultures, a popular stereotypeguage acquisition and speech production suggests three alter-
holds that there are systematic differences in speech produgative theories for how sexual orientation could influence
tion as a function of sexual orientation. Indeed, Carahalyspeech patterns. One possibility is that an innate biological
(2000 and Linville (1998 both found that listeners can factor influences both sexual orientation and the anatomical
judge the sexual orientation of speakers at greater thagructures that underlie speech production. A related and
chance levels based on speech samples alone. more sophisticated hypothesis is that sexual orientation re-
A small number of instrumental studies have examinedates to hormonal exposurie utero, and that the primary
the acoustic characteristics that may cue these judgmentsip|ogical reflex in adults is sex-typical versus sex-atypical
However, these studies are limited in their scope and havgatterns of neural differentiation. This is the position of
yielded mixed results. Linvill§1998 reports differences in Bailey (20033, who reviews a variety of research demon-
the duration and spectrum of /s/ for a small group of.five 98Ystrating same-sex attraction to be associdtdeast at the
and four heterosexual men. Gaudit¥94 found no differ- oo leve) with hormonal environmentn utero. These

ences in vocal pitch between gay men and heterosexual Mefl, jants of biological determinism have in common the pre-
Avery and Liss(1996 report vowel differences relating 1 iction that the speech patterns of gay men should be shifted

perceived effeminacy in men, but they did not obtain infor-, 14 female norms, compared to those of heterosexual

mation about the actual sexual orientation of their subjects, o The patterns of lesbian women should be shifted to-
Furthermore, the few existing instrumental studies of Iesbiar\‘;vard male norms, compared to those of heterosexual
or bisexual women’s speech report null resulaksler, '

200)).
This study goes substantially beyond prior work by ex-

women. The shift could arise directly, if anatomical struc-

tures of GLB adults partially resemble those of opposite-

sexed heterosexual adults. It could arise indirectly, if patterns
of speech motor control resemble those of opposite-sexed
dplease direct queries to Benjamin Munson, Ph.D., Assistant Professor, Déreterosexual adults.

partment of Speech—Language—Hearing Sciences, University of Minne- ihility i ; ; ;
sota, 115 Shevlin Hall, 164 Pillsbury Drive, SE, Minneapolis, Minnesota. A second possibility is that an innate biological factor

55455. \ice: (612 624-0304: fax: (612 624-7586: electronic mail: iNfluences both sexual orientation and the trajectory of lan-
Munso005@umn.edu guage acquisition. Distinctively GLB speech patterns would
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be due to the influence of this factor on higher-level aspectslearly learned through imitation of adult models. The
of language production, such as attention to adult modelamount of latitude in the system leaves ample room for
during acquisition. This explanation is consistent with theo-earning of socially conventional patterns and for individual
ries of sexual orientation that posit a common biological ba-choices relating to personal identity.

sis for both sexual orientation and vocational and avocational

choices. It differs from the first conjecture in that it posits |l. METHOD

that the common factor influences higher-level aspects of The data in this study were collected from a large group

language acquisition and use, rather than anatomical stru%h:m?’) of Chicago-area self-identified GLB and hetero-
tures. sexual women and men participating in a broad-based social
Finally, GLB speech patterns may be completely learned,sychology study of sexual orientation. There were 26 self-

as a special speech register for the GLB cult(@@icky,  jgentified heterosexual men, 29 self-identified gay men, 16
1997. The existence of such speech registers has been docys|t._identified heterosexual women, 16 self-identified lesbian

mented widely in other grouf®.g., Eckert, 2000 This reg- \yomen, and 16 self-identified bisexual women. The lesbian
ister learning would only begin when people came to identifyyg female bisexual groups were combined because no sig-
with a GLB peer group. According to this third possibility, \ificant differences between them were observed in initial
attention to peer models, rather than to opposite-sexed adlyia analyses: they are henceforth referred to as the LB
models, would be the crucial factor in question. (lesbian/bisexualwomen. The speech samples for this study

These theories differ in their predictions about how GLB\yere gathered in the course of a survey of personal and so-
vowels should pattern in comparison with those produced byja| characteristics related to sexual orientation. As a compo-
heterosexual men and women. Under the first theory, speegibnt of the study, the speakers were recorded, reading a stan-
patterns of GLB speakers should generally resemble those @fyq set of phonetically balanced sentenG&EE, 1967.
opposite-sexed heterosexual speakers. Under the second afigby were not given any instructions regarding speaking
third theories, the vowels of GLB speakers could easily dif-style. The talkers were recorded in an academic office using
fer from those of heterosexual speakers in a way that canngf shyre 10A microphone attached directly to the hard drive
be characterized as a general displacement. We explore thege a Celeron 667 mHz personal computer with a Sound-
alternatives by looking at the overall spacing of vowels inp|aster sound card. The recording quality was variable, lim-
the F1/F2 spacea measure of how much GLB vowels are jting the measures that could be obtained for the present
shifted in their ensemble toward those of opposite-sefost-hoc analysis.
adults and vowel-space dispersi¢a measure of articulatory Four of these sentencéli’s easy to tell the depth of a
effort and precision We also examine the acoustic charac-well; Help the woman get back to her feet; Four hours of
teristics of individual vowels. It has been well establishedsteady work faced ysnd The soft cushion broke the man's
that the acoustic characteristic of vowels are related to botfall) were used as stimuli in a perception stuRailey,
peripheral anatomical patterr®.g., Lindblom and Sund- 2003h. Bailey demonstrated that listeners had significant
burg, 197) and to learned production pattern®.g., success in judging sexual orientation from this small speech
Mendoza-Denton, 2003 sample. Here, 80 listeners listened to 4 of the sentences and

A baseline for understanding differences between GLBrated each talker on a scale of‘sounds totally straight} to
and heterosexual people is provided by general speecl-(“sounds totally gay/lesbiary. Listeners were tested in a
production differences between adult males and femalegjuiet university laboratory. Gay men were rated as signifi-
These occur as a function of both anatomical differences andantly more-gay sounding than heterosexual men, and LB
social factors. For males, the larynx becomes more massiy@omen as significantly more lesbian-sounding than the het-
at puberty, and its position is lowered. An increased masgrosexual women. The average value for gay men was 4.6
causes the fundamental frequen@) range of men to be and for heterosexual men was 3.2; the average value for LB
lower than for women. Larynx lowering causes the vocalwomen being 4.3 and that for heterosexual women being 3.2.
tract to be longer and differently proportioned for men thanThese differences were significant at the<0.05 level.
for women, with derivable consequences for the vocal tracThese results strongly support the claim that speech traits can
resonancegStevens, 1998 On average, men have longer effectively cue the sexual orientation of many gay, lesbian,
vocal tracts than wome(Fitch and Giedd, 1999As a con-  and bisexual adults, even in a very neutral communication
sequence, their formants tend to be lower than those dfituation. Objective acoustic differences must be present, at
women. least on average, in the speech signal.

Socially conventional differences between male and fe-  In this study, acoustic measurements of five vowels were
male speech also exist. Some of these are exaggerations mfaide, to gauge the range of acoustic cues to which the lis-
the patterns that result from anatomical differences. For exteners in Bailey(20032 may have been attending. F1, F2,
ample, in some cultures women exaggerate the high fO anB3, and duration were measured for the vowelsinh the
breathy voice quality that typically result from their smaller, word box, /i/ in feet, /ei/ in makes /u/ inblue and &/ in
lighter laryngeal structure¢van Bezooijen, 1996 Young back. The Praat signal-processing progrdBoersma and
children adopt sex-specific speech traits even before seXeenink, 2003 was used to make acoustic measurements.
related anatomical differences begin to appear, and the sex 8brmant measurements were taken from Linear Predictive
children as young as four years old can be accurately idencoding (LPC) formant tracks calculated by Praat using a
tified from speecHPerryet al, 200). Such differences are 20-millisecond window and 10 coefficients. Measurements
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were made b||nd|y' without reference to Se|f-rep0rted or per.TABLE I. Mean F1 and F2 values, duration, and dispersion for individual
ceived sexual orientation of the speakers. Formant trackiny?e!s produced by the four groups.

errors were hand correc_ted by a trained phoneti¢iEB). F1 F2  Duration Dispersion
The measurement used in these analyses was taken from tBgup Vowel (bark (bark  (m9 (bark
midpoint of the vowel. All formant measurements were con-
verted from the Hertz scale to the Bark scéfavicker and

Heterosexual women i 3.74 14.69 140.7 2.94

. 10 e 5.16  13.73 90.1 1.38

Ternhardt, 198Pprior to statistical analyses. Bark measures & 721 1232 1268 1.61

allow perceptual distances between vowels to be compared. a i-gg ig-gz i(‘)‘;-g g-gg
u . . . .

Four summary measures were taken for each speaker. The all 565 1249 1218 25

first was the mean duration for the five vowels. The secon@ieterosexual men i 363 1345 1167 246

and third were average F1 and F2 values across the five e 472  12.46 84.2 1.20
vowels studiede.g., the centroid of the vowelsThe fourth ® 6.42 1123 1185 151
was a measure of overall dispersion in the F1/F2 space. This j g:gi 13:2? 1;’2;3 f:gg
was measured using a method from Bradietaal. 1996, as all 5.04 1147 1104 1.93
the average Euclidian distance from the center of the speakB women [ 355 1467 1345 3.09
er's F1/F2 space. This measure reflects overall clarity and e 5.07  13.79 90.3 1.65
effort in speaking. F3 data were also analyzed, but results are ‘z 77}32 11%??’03 113238 12'3;31
not reported here because no significant differences were u 382 1026  107.8 263
found as a function of sexual orientation. all 543 1225 1175 2.42
Gay men i 328 1377 1208 2.87

e 478 12.70 85.3 1.25

lll. RESULTS ® 6.63 1127  114.6 1.65
The first analysis focused on vowel-space shift. Mean F1 3 ;-;g 13-2? 135-;‘ f-gg
and F2 values were submitted to a two-fadigex by sexual all 508 1159 1087 512

orientatior) between-subjects MANOVA. There was a sig-
nificant main effect of sex on FE[1,99|=37, p<0.01, par-
tial »?=0.28) and F2(F[1,99=133, p<0.01, partial 7?
=0.58). There was no significant main effect of sexualsexual men(F[1,52>5, p<0.01 for F2, F1,52|=3.8, p
orientation. Moreover, there was a small but significant sex=0.06 for F1. The vowels /u/ and iedid not differ between
by sexual orientation interaction for F@1,99|=6.1, p  the two groups of men.
<0.01, partialp>=0.06), and a marginal interaction for F1 The second analysis focused on vowel-space dispersion.
(F[1,99/=2.7, p=0.10, partial>=0.03). In post-hoctests ~ This measure was examined in a two-factsex by sexual
of significant main effects, heterosexual women producedrientatior), between-subjects ANOVA. A significant main
higher formant frequencies than heterosexual men, reflectingffect of sex was found, [E,99=30.9, p<<0.01, partial5?
their shorter vocal tract§FH1,41]=21.7, p<0.01 for F1; =0.24. The vowel spaces produced by women were more
F[1,41]=91.8, p<0.01 for F3. LB women produced aver- dispersed than those produced by men. This is consistent
age F1 and F2 values that were significantly lower than hetwith previous research on sex differences in speech clarity
erosexual females’ value@q1,46]=4.7, p<0.05 for F1, and precision(e.g., Bradlowet al., 1996. Moreover, there
F[1,46]=5.7, p<0.05 for F2. However, Fig. 1 shows that was a significant main effect of sexual orientatiof],89]
this effect is primarily due to the back vowels//and /u/. =10, p<0.01, partial »°=0.09. Both gay men and LB
The F1 and F2 values for/ and the F1 value for /u/ all women produced significantly more-expanded vowel spaces
differed significantly as a function of sexual orientation than heterosexual speakers. The two factors did not interact,
(F[1,46]>5, p<0.01 for all tests the F2 value for /u/ dif- F[1,99]<1, p>0.05. Inspections of Figs. 1 and 2 suggest
fered marginally(F[1,46]=3, p=0.08). The F1 and F2 fre- that the effect of sexual orientation on vowel-space disper-
guencies vowels /i/, /e/, anek/ were comparable for LB and sion was due to different factors for men and women. The
heterosexual women. greater vowel-space dispersion in women was due to the LB
In contrast, average vowel formant values for gay andvomen producing back vowels with lower F2 values. The
heterosexual men were not statistically significantly differentdifference between gay men and heterosexual men was more
(F[1,53/<1, p>0.05 for F1; F1,53]=1.3, p>0.05 for F2. global. Three of the five vowels showed shifts toward more
Figure 2 shows that gay men produced vowel spaces th&xtreme valuesSee Table ).
were different from those of heterosexual men, but that the  An expanded vowel space can result either from a
direction of the difference varied according to vowebst-  slower speech rate, which permits articulatory targets to be
hoctests showed that gay men produced the vowelith a  achieved more completelfMoon and Lindblom, 1994 or
significantly lower F2 value and a significantly higher F1from greater articulatory precision and effoitindblom,
value than heterosexual méR[1,52>4, p<<0.05 for both  1990. Therefore, vowel durations were analyzed in relation
testg. The vowel /i/ had a higher F2 value and a lower F1to vowel space dispersion. A two-factex by sexual ori-
value in gay men than in heterosexual men; again, thesentation) between subjects ANOVA showed that women pro-
differences were statistically significantF[1,52]>5, p  duce significantly longer vowels than méA 1,99]=6.2, p
<0.01 for both tests Finally, &/ had a significantly higher <0.05. partial?=0.06). However, there was no significant
F2 and a marginally higher F1 in gay men than in hetero-effect of sexual orientation or interaction of sex with sexual
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orientation. These results suggest that the relationship afess, such as vowel-space dispersion, and not those that
sexual orientation to vowel-space dispersion reflects differwould convey diminutivity or subservience, such as a higher
ences in articulatory precision and effort rather than speecfd or overall higher-scaled formants.

rate. In summary, the distinct speech patterns of GLB speak-
ers do not reflect the direct impact of biological factors on
IV. DISCUSSION speech production. Instead, they appear to be learned. They

This analysis found reliable differences in vowel pro- could in principle be learned in adolescence as a special
r§peech register that the speakers acquire when they begin to

duction between GLB and heterosexual men and wome i h a GLB ¥ it
The specific results are inconsistent with the hypothesis tha{gen ify i a Peer group. TIOWEVer, our resulls are
qually consistent with the idea that young people predis-

ay men have shorter, more feminine vocal tracts than hef . .
gay psed to becoming GLB adultperhaps through a genetic

erosexual men and that lesbian and bisexual women ha <position or difference in orenatal environmesgleciivel
longer, more masculine vocal tracts than heterosexu ISpostt . inp ! envi esetlectively .
attend to certain aspects of opposite-sex adult models during

women. Although the vowels of GLB speakers did differ S .
from those of heterosexual speakers, they were not uniforml arly language acquisition. Future research should examine
i is question more directly.

shifted in the way that this hypothesis predicts. They are als
'ncon5|_5tem with the hypothe5|s that GLB speakers gene_”Avery, J., and Liss, J1996. “Acoustic correlates of less-masculine sound-
cally display speech motor control patterns of the opposite ing speech,” J. Acoust. Soc. An89, 3738—3748.

sex. Although the gay men did have an expanded voweBailey, J. M. (20033. The Boy Who Would Be Queen: The Science of

; ; Gender-Bending and Transsexualigdoseph Henry Press, Lincoln, NE
space, like women, LB women also displayed an eXpa'mjegailey, J. M.(2003b. Gender Nonconformity and Sexual Orientatipaper

vowel space, contrary to the hypOtheSiS.. Furthermore, thepresented at the annual meeting of the Human Behavior and Evolution
expansion of the vowel space was not attributable to all vow- Society, 4-8 June, 2003.
els equally. For the LB women, the dominant contributor wagoersma, P., and Weenink, [2003. Praat v. 4.1.7 [Computer Software]

. Institute of Phonetic Sciences, Amsterdam.
more extreme back vowels. For gay men, three out of flveBradIow, A., Torretta, G., and Pisoni, 01996. “Intelligibility of normal

vowels had more extreme values, with the effect @nh lde- speech I: Global and fine-grained acoustic-phonetic talker characteristics,”
ing the dominant one. Speech Commur0, 255-272.

One reasonable interpretation of this finding is that GLBCarahaly, L(2000. “Listener accuracy in identifying the sexual orientation
of male and female speakers,” unpublished M.A. thesis, Department of

speech patterns reflect learned manipulation of the phorletlcSpeech and Hearing Science, The Ohio State University, Columbus, OH.

space. They are consistent with the suggestion that GLBckert, P.(2000. Linguistic Variation as Social Practice: the Linguistic
speakers learn to model the speech of opposite sexed spealkGonstruction of Identity in Belten HigtBlackwell, Malden, MA.

ers in specific respects. The values for the LB women weré&itch. W. T., and Giedd, J1999. “Morphology and development of the

. . human vocal tract: a study using magnetic resonance imaging,” J. Acoust.
intermediate between male and female targets for /u/, andg,. Am.106, 15111522,

more back than men for/. The use of backness in back Gaudio, R(1994. “Sounding gay: Pitch properties in the speech of gay and
vowels to convey social identity is not unprecedented. Ac- straight men,” Am. Speech9, 30-57.

cording to one sociolinguistic field Studylabick, 199), the Habick, T.(1992. _“Burnouts versus rednecks: effec_ts of group membership
. . . L. . on the phonemic system,” iNlew Ways of Analyzing Sound Changd-
freedom with which English permits in the production of /u/ jieq by p. Ecker(Academic Press, San Diego

is exploited by adolescents to convey social identity. A backeee (1967. Standards Publication No. 297, IEEE Recommended Practice
variant of /u/ was associated with membership in a group for Speech Quality Measurements, au{8, pp. 225-246.

[ » ; Lindblom, B. (1990. Explaining phonetic variation: A sketch of the H&H
known for its “tough” stance. The notion that the LB women theory. In Hardcastle, W. J., and Marchal, A.,$peech Production and

were using ba_ckne_ss to convey SOCial_ id?ntity rather th_an Speech Modelingkluwer Academic, Dordrecht pp. 403—439.
overall masculinity is supported by our finding that they did Lindblom, B., and Sundburg, J1973). “Acoustical consequences of lip,

not mimic the articulatory reduction that is typical of male tongue, jaw, and larynx movement,” J. Acoust. Soc. A48, 1166-1179.
speech Linville, S. (1998. “Acoustic correlates of perceived versus actual sexual

i . . orientation in men’s speech,” Pholia Phoniatrica et Logopae8®&e35—
Gay men produced vowel spaces with more dispersion 43

than heterosexual men. Since greater precision is also widelyendoza-Denton, N., Hay, J., and Jannedy2803. “Probabilistic socio-
reported for women’s Speec(rBradlow et al. 1996 this IIHQUIStICS beyond variable rules,” iRrobabilistic L|ngU|St|C$ edited by

. . ' ' R. Bod, J. Hay, and S. Janne@JIIT Press, Cambridge, MA
FOUld reflect selective Ieammg of a female speech feature: ‘\tnoon, B., and Lindblom, B(1994. “Interaction between duration, context,
is noteworthy, however, that the vowels were far from uni- and speaking style in English stressed vowels,” J. Acoust. Soc. 9én.
formly affected. It is also noteworthy that gay men did not 40-55. '
display any analog to the exaggerated diminutivity that ha&e™: T- L. Ohde, R., and Ashmead, (200)). “The acoustic bases for
b ted f f | h lativas B gender identification from children’s voices,” J. Acoust. Soc. AH09,

een reported for some female speech popu ativas e- 5088-2998.
zooijen, 199%. Specifically, we did not find the overall rais- stevens, K(1998. Acoustic PhoneticéMIT Press, Cambridge, MA
ing of formant values that would result from active articula- Van Bezooijen, R(1995. “Sociocultural aspects of pitch differences be-
S tween Japanese and Dutch women,” Lang Spe3&;i253—-265.
tory maneu_vers to Sh.orten the vocal tract. Ll.nVI(|1=.998 . Waksler, S(2001). “Pitch range and women’s sexual orientation,” W2,
found no dlfferen_cgs in th_e average spectrum; the _adopt|0n69_77_
of a breathy, feminine, voice quality would affect this mea- zwicker, E., and Terhardt, §1980. “Analytical expression for critical-
sure. Gaudiq1994 found that gay men do not have higher band rate and critical bandwidth as a function of frequency,” J. Acoust.
:-Soc. Am.68, 1523-1525.

ahverage ];0 thﬁn heterosexuadl meg. Thus, thff gaylmen I? icky, A. (1997. “Two lavender issues for linguists,” iQueerly Phrased
these studies have at most adopted aspects of female SpeeCdjjited by K. Hall and A. Livia(Oxford University Press, New Yokpp.

that convey social engagement and emotional expressive-21-32.
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Source parameter estimates of echolocation clicks from wild
pygmy killer whales (Feresa attenuata) (L)

P. T. Madsen®
Ocean Alliance, 191 Western Rd., Lincoln, Massachusetts 01773; and Department of Zoophysiology,
Institute of Biological Sciences, University of Aarhus, DK-8000 Aarhus C, Denmark

I. Kerr and R. Payne
Ocean Alliance, 191 Western Rd., Lincoln, Massachusetts 01773

(Received 9 April 2004; revised 30 June 2004; accepted 12 July) 2004

Pods of the little known pygmy killer whal@-eresa attenuatain the northern Indian Ocean were
recorded with a vertical hydrophone array connected to a digital recorder sampling at 320 kHz.
Recorded clicks were directional, sh@6 us) transients with estimated source levels between 197
and 223 dBre. 1 uPa(pp). Spectra of clicks recorded close to or on the acoustic axis were bimodal
with peak frequencies between 45 and 117 kHz, and with centroid frequencies between 70 and 85
kHz. The clicks share characteristics of echolocation clicks from similar sized, whistling delphinids,
and have properties suited for the detection and classification of prey targeted by this odontocete.
© 2004 Acoustical Society of AmericdDOI: 10.1121/1.1788726

PACS numbers: 43.80.Ev, 43.80.Ka, 43.8QMANA] Pages: 1909-1912

I. INTRODUCTION Il. MATERIALS AND METHODS
A. Platform and recording gear
Most of the knowledge on odontocete biosonars stems . 99 . .
from an intense research on a few delphinid species. It has The recording gear consisted of a vertical array of three
been demonstrated that dolphins use biosonar to probe thdlydrophones deployed 5-7 m from the research vessel
environment, and their sonar system has, at ranges up to 16}@talls see Madseet al, 2004.

m, detection and discrimination capabilities surpassing th%2 bﬁli%a(lzs \sl\:';lenrﬁ)lﬁ:gIg%dzc\),vlfnzao\évz\;iaogfktﬁjﬁighéhan-
.perfor.mar.lce of manmade analqgw., 1993. While ‘_C’UCh nels. Each recording session lasted 20 s with an additional 5
investigations have shed essential light on the basic perfots ¢ ¢ 11ad time from the WBK30 memory. The LP filter

mance of odontocete biosonar systems, it is not clear if datging as an analog anti-alias filter, was compensated for dur-
on the transmission system from trained animals studied il;hg analysis yielding a flat+=2 dB) frequency response of
captivity are representative of the signals free ranging anithe recording system between 1 and 160 kHz.

mals produce while using their biosonar for orientation and

food finding in natural habitatéAu, 1993; Au and Herzing,

2003.
In this paper we report the first data on source propertie§- Signal analysis
of clicks from free ranging pygmy killer whale&eresa at- Analysis was performed with Cool Edit Pr&yntril-

tenuata. The pygmy killer whalgFeres@qamong the smaller lium) and custom written routines in Matlab gMathworks
dolphins with a body length of around 2.3 m and a weight(for details see Madseet al, 2004. Signal duration(r, us)
around 150 kg. They are usually found in off-shore tropicalwas determined by 97% the relative signal energy derived by
waters in groups of 5-30 animals, where they forage on #ntegrating the squared pressure over an interpoléal€d
variety of food items including, fish, cephalopods and apparsteps 64 point window symmetrical around the peak of the
ently also other small delphinidéRoss and Leatherwood, Signal envelopgFig. 1). Received rms sound pressure level
1994. Most of the knowledge on Feresa is limited to mor- (4B re. 1 uParmg was calculated by integrating the square

phometrics and stomach contents collected from strande(af the instantaneous pressure as a function of time over the

specimens, and there is little or no data on the ecology, betlme WmeWT. rela_tlve Fo the same integral over the same
time 7 of a calibration signal. Energy flux densitgB re. 1

havior, life history and acoustics of this odontocete spemeipg s was defined as the rms sound pressure level

(for a review, see Ross and Leatherwood, 1994 +10log7) (sensuAu, 1993.

We quantify and discuss characteristics of Feresa clicks ¢ spectral characteristics of the signals were quanti-
and compare them to the properties of clicks of other odonfieq from a 256 point Fast Fourier Transfof@FT) on Han-
tocetes with biosonar recorded in CaptIVIty and in naturalning windowed data Symmetrica| around the peak of the Sig_
habitats. nal envelopes. The peak frequenc§,( kHz), centroid
frequency €y, kHz), —3 dB BW (kHz), —10 dB BW (kHz),
present address: Woods Hole Oceanographic Institution, Wood Hole, Ma2Nd centralized root mean square bandwigths-BW, kH2

sachusetts 02543. Electronic mail: pmadsen@whoi.edu [Fig. 1(c)] were derivedsensuAu (1993.
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25 usec ‘|

FIG. 2. Sounds tracks of the three hydrophones deployedBt 8 (2), and

12 (3) meters depth. The same click train recorded in three different aspects
is displayed in the three tracks. The full amplitude onyitexis corresponds

to a tone with a sound pressure level of 213 dB/Ra(pp). Note how the

ASL anomaly shifts between the receivers as the likely result of a directional
sound source scanning different parts of the array. Click b is an example of
: a click classified as being recorded on or close to the acoustic axis of the
Time sound beam, an¢h) and(c) are recorded at angles of 15° and 7° off-axis,
respectively. The tracks have been high pass filtered at 5 (@8zdB/
octave.

Fraction of total energy

Source leveldSL) were calculated from the following
equation: SE=RL+TL. Transmission losgTL) was esti-
mated by TI=20logR)+Ra, where « is the frequency-
dependent absorption at the centroid frequency of the re-
ceived click. The term apparent source leyASL, sensu
Mghl et al, 2000 is used to emphasize that RITL equals
RMSc-BW the back-calculated sound pressure level one meter from a
directional source of unknown orientation. The term source
. level (SL) can only be used where the recording aspect
%0 ' ' ‘ equals the axis of the sound beam. Source properties derived

0 50 100 150 : - . .

from hydrophones in a position off the acoustic axis have
Frequency (kHz) little relevance for the performance of the sonar system and it
is therefore important to report properties measured on or

FIG. 1. (8) The waveform of the ultra-short waveform of a Feresa clibk. - ¢jnqe 1o the acoustic axis along with reliable SL estimates
The relative energy in a 64-point frame as a function of time derived as the

cumulative squared pressure of the waveform displayed)irSignal dura- (AU and Herzing, 2008
tion, 7, is defined as the windowindicated by the dashed linesontaining As can be seen in Fig. 2, the ASL of the same click
97% of tlhelet”%r%ir:‘;h§524'2?;?tFV%’iT”%?f"3;?“i'ﬁef ;?fdcéwng;tgeﬁucekbmrecorded with different hydrophones from different aspects
wié?ll ?: i.uzg in. The relevpant parameters descgribing the properlties of thé{.arles considerably. These profound amplitude changes over
spectrum are displayed. time on each of the hydrophones are presumably the result of
scanning movements of a directional sound beam ensonify-
ing the array. It is therefore clicks with the highest ASL’s in
such click trains that are most likely to represent the proper-
ties of sonar signals close to or on the acoustic axis of the
The location of the sound source was estimated frontlicking animal. All recordings were carefully examined
time of arrival differencesTOAD) at the three receivers by manually, and only signals with maximal, relative amplitude
using a trigonometric approacbkee, e.g., Lammers and Au, on the center hydrophone compared to the other two hydro-
2003. The range between the source and the receivers washone tracks in ensonifications were classified as being close
calculated from the Pythagorean theorem in a localizatioto or on the acoustic axis of the clicking anim@.g., see
routine implemented in Matlatcourtesy of M. Wahlberg click b of Fig. 2.

-10 dB BW

C. Sound source localization and estimation of source
parameters
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A ASL =195 dB/MuPa (pp) | | B ASL =211 dB/1uPa (pp)| | C ASL = 205 dB/1pPa (pp)

T FIG. 3. WaveformgA), (B), (C) of the click displayed
as(a), (b), and(c) in Fig. 2, along with apparent source
levels and durations. The ASL B) is likely to be the

50 usec t=234 usec & t =46 psec source level for that click. FiguréD) shows the power
— 50 usec e spectra of the click displayed in three different aspects
in (A), (B), (C). The spectra were computed with a
D 256-point FFT on Hanning windowed data. The bin
width is 1.25 kHz. Note that the click recorded on or
close to the acoustic axi®) is broadband with high-
frequency components compared to the same click re-
corded at increasing angles off-aig), 7°: (a), 15°,
where it suffers from a low pass filter effect and notches
in the spectrum.

Amplitude

Power (dB)

-30

Frequency (kHz)

IIl. RESULTS IV. DISCUSSION AND CONCLUSION

The first of the recordings commenced on 8 March A problem arising during an analysis of ultrasonic, di-
2003, at position 1°19N/73°57E off the Huvadu Atoll in the rectional clicks from free ranging odontocetes of unknown
Maldivian archipelago, where the water depth is some 180@rientation in relation to the hydrophones is determining
m. A group of 8—12 Feresa circled the research vessel anghether a signal is recorded on the acoustic axis. Since
recording gear for approximately 30 min during which 49 clicks recorded off the acoustic axis are distorted and not
sessions, containing more than 5000 clicks, were recordedepresentative of the properties of the on-axis signal used by
The second recording took place on 28 April 2003, south othe animal for biosonar it is critical to determine if the sig-
Dondra head, Sri Lanka, at position 5°37N/80°43E were thenals have been recorded on or close to the acoustic axis of
water depth is roughly 2500 m. A group of 10-15 Feresahe clicking animal. As outlined previously in the materials
approached the research vessel, and circled it for 10 min. And methods section, we have classified as the best available
total number of 18 sessions, containing some 1100 clickssandidates for on-axis signals, clicks with maximum ampli-
were recorded. tudes in scans registered on the center hydrophone. When

Using the previously outlined selection criteria, we iden-working with free-ranging animals an inherent problem with
tified a total of 26 click trains where animals ensonified thethis approach is that, at least theoretically, none of the clicks
recording gear with their directional sound beafsse, e.g., may actually have been recorded on the acoustic axis. On the
Fig. 2. The clicks were part of long click trains fading in and other hand, if an animal continuously ensonifies the record-
out of the background noise with interclick intervdl€l) ing system with a series of clicks with low source levels,
between 50 and 120 ms, corresponding to instantaneous refitey will not be classified as being on axis. The following
etition rates of 8—-20 click/s. On axis clicks have back-discussion is made with these reservations since, when work-
calculated source levels between 197 and 223@B1 uPa  ing with free-ranging animals, there is, as yet, no analytical
(pp). The rms SLs are 12—-14 dB lower. The waveforms havanethod that can provide a rigid on—off classification for
short durations of 20—4@s, leading to energy flux density broadband clicks.

SLs between 130—165 di. 1 uP&'s. Clicks recorded off Feresa emits short duration, broadband signals similar to
the acoustic axis are of longer duration, have lower ASLsa large number of delphinids that have been measured in
and show low-pass filtered, distorted spectra compared to theaptivity (Au et al,, 1974 and in the wild(Rasmussest al,,
same click recorded on or close to the acoustic Big. 3]. 2002, Au and Herzing, 2003; Schottenal,, 2003; Madsen

The spectra of on-axis clicks are broadband with B0 et al, 2004, Auet al, 2004. The centroid frequencies are
dB BW around 100 kHz, rms BW of around 32 kHz, aQd higher than was has been reported for the larger, free ranging
values between 2 and 3. Click spectra are bimodal with dalse killer whale (Pseudorca crassidepgMadsenet al,
stable peak around 40 kHz and a more variable peak arour2D04), but are comparable to the centroid frequencies and
100 kHz. The peaks are within6 dB of each other with the properties of high SL clicks from similar sized dolphins such
high-frequency peak dominating for clicks with high sourceasTursiops, LagenorhyncuandStenella and also the larger
levels [Fig. 3(c)], and the low-frequency peak dominating Grampus
clicks with lower source level&=ig. 1). Therefore, peak fre- When recorded simultaneously on the acoustic axis and
guency is not a good measure of the frequency emphasis at different angles off it, the ASLs of off-axis clicks are much
broadband spectr@u et al., 1995. The centroid frequency lower than the estimated SL defined by the on-axis version of
is @ more robust measure, and it appears that Feresa clickse same clicks. This directionality is also seen in the fre-
have centroid frequencies between 70 and 85 kHz. quency domain where the spectra of off-axis clicks are low
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pass filtered with increasing azimuth, and where step nulparameters of clicks can be derived from free ranging odon-
regions are seen to begin forming at lower and lower fretocetes in coastal and off-shore habitats, given that the imple-
qguenciegFig. 3). This off-axis distortion is consistent with a mented on-axis selection criteria render a representative
directional signal whose transfer function is that of a broadsample of clicks to be measured.
band transient signal radiating from a piston of finite aper-
ture. Pistons have successfully been used to model the trans-
mitting part of the sonar systems in other odontoc¢tas =~ ACKNOWLEDGMENTS
1993, and it appears that the transmitting system of Feresa ;. Preedy, the Odyssey crew, the staff of Ocean Alli-
operates in a similar fashion. Given that transmitting aperturg .o N. Kristiansen. M. Bjarn, M. Wahlberg, A. Surlykke, S.
scales with the size of the nasal structuf@e et al, 1999, g pedersen, B. K. Nielsen, and B. Mghl provided technical
it may be surmised that the transmitting aperture of a Feresg,nnort and/or constructive criticism Ocean Alliance and
is larger than that of Phocoena, but smaller than that of TurVoyage of the Odysséynded ship time. PTM was funded by
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high source levels energetically feasible for a biological , qer NEMS Permit No. 751-1641. Research Permit No. FA-
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lower-frequency peak dominates the spectrum. This is in “Measurement of echolocation signals of the Atlantic bottlenose dolphin,
contrast to the spectrum of a click with a source level of 212 Tursiops truncatus Montagu, in open waters,” J. Acoust. Soc. Bé).

H H i H inh- 1280-1290.
dB re. 1 uPa shown in Fig. &), in which the high Au, W. W. L. (1993. The Sonar of DolphingSpringer Verlag, New York
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Reciprocity, energy conservation, and time-reversal invariance are three general properties of the
wave fields that imply algebraic scattering matrix properties. In this paper, these scattering matrix
properties are established for waveguides when evanescent modes are taken into account. The
situations correspond to guided acoustic pressure waves in fluids and Lamb waves in solids treated
with the same formalism. The relations between the three properties verified by the scattering matrix
are then discussed, and it is found that, as soon as two properties are verified, the third is also
verified. © 2004 Acoustical Society of AmericdDOI: 10.1121/1.1786293

PACS numbers: 43.20.Fn, 43.20.Gp, 43.20.\WAO] Pages: 1913-1920

I. INTRODUCTION wave in a fluid with hard wall and the second case corre-
sponds to the guided propagation of either a scalar Wakk

A very convenient quantity to characterize the scatteringvave or a vectorial wavegLamb wave in an elastic wave-
of a wave by a scattering region is the so-called scatteringuide with free boundaries. We treat the waveguides in fluids
matrix (S matriX. The versatility of this formulation is due and solids with the same formalism that appears to be useful
to the fact that it relates the outgoing wave to the ingoingto consider the S matrix.
wave directly, with respect to the scattering region, which are  The plan of the paper is as follows. In Sec. Il, we define
intuitive quantities:™ The scattering problem is then to de- the scattering matrix for the waveguides. Then, the method
termine the S matrix and not to determine the wave field inused to project the acoustic fields on the waveguide modes is
the whole spac&® From an experimental point of view, the presented in Sec. lIl. In Sec. IV, we find the three properties
S matrix is a very convenient tool since the measurementsgerified by the S matrix due to reciprocity, time-reversal
have to be performed outside of the scattering region onlgymmetry, and energy conservation of the wave propagation,
and do not have to be intrusive. when evanescent modes are taken into account. Finally, in

In waveguides, when the interest is only in the far fieldSec. V, we summarize the three properties and discuss the
of the scattering region, the S matrix is restricted to therelation between the three properties of the S matrix: we find
propagative components. Then, the fundamental propertigbat as soon as two properties are verified the third relation is
of the wave propagatiofi.e., reciprocity, energy conserva- automatically verified.
tion, and time-reversal symmejrgre very simply translated
into relationships verified by the S matrfiXor instance, the
energy conservation implies that the S matrix is unitary with”_ DEEINITION OF THE SCATTERING MATRIX
proper normalization. Besides their fundamental interest,
these algebraic properties of the S matrix can be very useful We consider the problem corresponding to Fig. 1. It con-
in experimental and numerical works, where they provide aists of a bidimensional waveguide of longitudinal axis
convenient way to check if the fundamental properties of thayith constant height fox<0 andx=L. In the scattering
wave propagation are verified. Nevertheless, as soon as thégion, 0<x<L, the waveguide is of variable height{x).
near field is considered, the S matrix has to include the evarhe harmonic time dependence with pulsationis e '~
nescent waves; such a need can exist for example if severghd it will be omitted in the following.
scattering regions are taken into account and if they are close Qutside of the scattering region, the wave fields can be
enough. Then, the usual properties of the S matrix, correcxpressed as a sum over the transverse modes of the homo-
for the propagative waves only, are not correct anynidre. geneous waveguide with coefficients dependingcofihese

In this paper, we investigate the general relationshipgoefficients can be split into right-going componeAtand
verified by the S matrix with evanescent waves in the casegft-going component8, that is,A andB are vectors whose
of the propagation in 2D waveguides in fluids or solids. Thecomponents are the projections of the wave field on the wave
first case corresponds to the guided propagation of a scalafodes. For the sake of clarity, we note in the followib
(respectively,B'") at x=0 and A" (respectively,B'") at x
¥Electronic mail: vincent.pagneux@univ-lemans.fr =L. We defineW;, as the ingoing waves an#,,, as the
YElectronic mail: agnes.maurel@espci.fr outgoing waves, with respect to the scattering region
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FIG. 1. Geometry of the waveguide. where
u
Al B' w= ( v
Win= ( B Wou= ( Al (2.1

is the displacement vector and
Then, the scattering matrix links together the outgoing s t
wavesW,  and the ingoing waveW;, at both extremities of U':( )

the scattering region tor

W,,~=SW,. (2.2)  the corresponding stress tensor.
It is shown in Appendix A that both sets of equations can
Actually, S is defined with the reflection and transmission pe written in the same generic form
matricesR', T' (respectivelyR", T'") corresponding to

wave incident from the leftrespectively, from the right i X _ 0 F X) 3.2)
T ax|Y G 0/\Y) .
R T
S= ( T R ) (2.3 with boundary conditions

0 r~1 0 r~1 _ —
Here, R and T are matrices linking ingoing and outgoing (CxTh'COX+(Cy+h'Cy)Y=0, aty=h(x),

wave components. Note that the scattering matrix could be cIx+cly=0, aty=0,

used for the case of more than two terminating waveguides.
whereh’=dh/dx.

Expressions of, G, Cix, andCiY(i =0,1) in both cases
are given in Appendix A. In the following, we use two prop-
erties of these matrices

(1) (Property 3: F, G, Cy, andCy (i=0,1) are real; _
Guided wave propagation in fluids and solids is consid~2) (Property 2: (FY|Y)+(X|GX)=(Y|FY)+(GX|X)

ered. The fluid case corresponds to the Helmholtz equation +h’(Y->~(—X-\~()(h),

on the pressur@ associated with boundary conditiahp s

=0 on the wallsy=0 andy=h(x) (n denotes the vector where (X,Y) and (X)Y) are two solutions of

normal to the wall. The solid case corresponds to the NavierEq. (3.1) with boundary condition (3.2 and

equation on the displacement vectorwith the boundary (U|V)=®U(x,y)-V(x,y)dy denotes a bilinear form.

condition for a wall free of tractiom-n=0 ony=0 andy  Properties 1 and 2 are demonstrated in Appendix B. In Sec.

=h(x), wherea=\V -wl + u(Vw+'Vw) denotes the stress |V, it will appear that property 1 is related to the time-

tensor, and\,u) are the Lami constants. Results can be reversal invariance, property 2 is related to the reciprocity,

easily generalized to inhomogeneous media with varigple and both properties are related to energy conservation.

A, and u and to other boundary conditions, e.g+0 for It can be noticed that both properties 1 and 2 involve the

fluids orw=0 for solids on the walls. boundary conditions. For instance in the fluid case, if the
We choose to present both cagtiaid and solid in the  walls were lined, property 2 would be conserved while prop-

same formalism. This is done working with two quantites erty 1 would not.

andY presented below. In addition to permitting a unified

presentation, that formalism allows us to easily tackle the

projection on the Lamb moded$or propagation in solids .

The idea is to write the equations as an evolution equatior?' Modal decomposition

(with respect to the axis of the waveguidgon X andY that The scattering matribXS links together the right-going

leads to a canonical eigenvalue problem in the transverseomponents and the left-going components thro(&B). In

direction when transverse modes are sought as in Sec. Il Bhis section, we expose the modal decomposition that permits

For solids, this formulation is similar to the one presentedus to define the right-going componems and left-going

recently in Ref. 10 in that it describes the evolution of acomponents.

stress-displacement 4-vector, but here that 4-vector is suit- The transverse modes used in the decomposition, de-

ably split in two 2-vectors that permit one to project easilynotedX,(y) andY,(y), correspond to the natural basis in a

on the transverse modés. uniform waveguide. They are associated with a wave number
For fluids,X andY are scalar quantities defined by k, and are defined by

(3.2

I1l. FORMALISM
A. System
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Xn

kol "

(3.3

o0

with boundary conditions corresponding to E§.2) setting
h'=0

CiX,+C%,=0, aty=0 andy=h(x).

Xn
Yo'

(3.9

These modes are well known: they are proportional to

the cosine functior$ in the fluid case and are the Lamb
modes in the solid ca$&(their expressions are given in Ap-
pendix Q. They are linked by a biorthogonality relation

(Xn|Ym):jn5nm- (35)

(X'|?')—(;('|Y')=(X”|?”)—()~(”|Y”).
This comes from

dy((X[Y)—(X]Y))

4.9

X

) {7 -{5 )

+h' (XY =XY)(h)=(FY|Y)+(X|GX) - (FY[Y)

T 19 ]+ [ x
IX

—(X|GX)+h' (XY =XY)(h)=0.

The result is deduced from property 2 singeY) and(;(,\?)
are solutions 0f3.1)—(3.2). This form of the reciprocity re-

This relation corresponds to the orthogonality of the cosindation is similar to the one found in Ref. 15 in the fluid case,
functions in the fluid case and to the Fraser’s biorthogonalitywhere it is called a reciprocity theorem of the convolution

relation in the solid cas¥:In the fluid case.7,=ik,, and in

type. Obviously, Eqg.(4.1) can also be deduced from the

the solid case, its expression can be found in Ref. 11. Heraysual integral representation of the reciprocity property.

this biorthogonality relation can be easily demonstrated us-

ing (3.3) and the symmetry property & andG when they
are applied toX, and Y,: (FY,|Ym=(Y,|FY,) and
(GXp| Xm) = (Xn|GXym). The biorthogonality equatiof3.5)
is of interest because it permits one to easily projeeindY
on the modes,, andY,.

In the following, k,, is indexed byn>0 when it refers to
a right-going wave anth<<0 when it refers to a left-going
wave. Using the symmetry properties of the baXis,=
—X,andY_,=Y,, X andY are decomposed as

X<x,y>=n§0 (An(X) = Bo(X)Xn(y),

(3.6
Y(x,y>=n§0 (An(X) +B(X)Yn(y).

Using the modal decompositidB.6) and the biorthogo-
nality (3.5), the reciprocity relatior{4.1) takes the form

tAIJIEI_'_tBIIJII;\II _tBIJI;‘I_tAIIJIIEII =0.

Here, we have used*="'J% a=1, II. With Egs.(2.1) and
(3.8), this latter expression is equivalent to

t‘I"in\]\’i"out_ t‘I’oul‘]iirin: 0.
Eventually, using the scattering mati$ we obtain
JS—1'SJ=0, (4.2

which is the property of the scattering matrix induced by
reciprocity of the propagation in the scattering region. It has
to be noted that Eq4.2) has the same form with or without
evanescent modes.

The S matrix is concerned with values of the compo-g Time-reversal invariance

nentsA andB at x=0 andx=L (Fig. 1). At these twox
positions, the values oX,, Y,, and J, [Eq. (3.5] area
priori distinct and we note in the followin¥;, Y5, and 7
with a=1, Il for X,, Y,, and 7, on the cross sectior

~ In both cases, fluid and solid, matricés G, cl, and
C{ (i=0,1) in(3.1 are real(property 1. As a consequence,
if (X,Y) is a solution 0f(3.1), then(X,Y) is also a solution of

=0, L, respectively. At each cross section, we define theg3.1). This solution corresponds to the time-reversed solu-

matrices
Inn= (X5l Y1) = Th8mns
~ ViR (3.7
and the same fod"' andJ". Then,J andM are such that
J o 3o
J= I ~
0 J 0 JII

By definition, J is a diagonal matriXEqg. (3.7)]. In the fluid
case M is simply the identity matrix while in the solid case,

(3.9

) -

tion, noted KR, YR) in the following. Thus, the time-reversal

invariance is translated in the harmonic regime by
XR=X

solution= | solution.
(YR Y)

Y 4.3

To obtain a property for the S matrix from the time reversal,
the idea is to usal} = SWp and to expresag, , and Wi
with W, asWR=K(S)W;, and W =L (S)W;,; thereafter,
the relationL (S) = SK(S) is deduced. We detail this calcu-
lation below.

According to the modal decomposition, we ha@e6)

M has a more complicated structure, as illustrated in Sec. V

and detailed in Appendix C.

IV. PROPERTIES OF THE SCATTERING MATRIX
A. Reciprocity

The reciprocity relation corresponds to a relation be-

tween two solutiongX,Y) and (X,Y) of (3.1)—(3.2. We
show below that this relation can be written

J. Acoust. Soc. Am., Vol. 116, No. 4, Pt. 1, October 2004

Pagneux and Maurel: Scattering matrix with evanescent modes

XR=2 (AR-BR)X,, and YR=2 (AR+BR)Y,,
n n
(4.9

X=2 (Ay=Bn)X,, and Y=3 (A +By)Y,.
n n
With XR=X and YR=Y, the equalities XRY,)
=(X]Y,) and (YR|X,)=(Y|X,) become, using3.5 and
(4.9
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- V. DISCUSSION
(AR =BRITn= 2 (An=Bm)(Xq|Yo),
m=0 We have seen in both caséduid and solid that the
- - reciprocity relation, the time-reversal invariance, and the en-
(Ap+Bn)Jh= ZO (Am+Bm) (Y| Xn). ergy conservation lead to three relations on the scattering
" matrix S
Summing and subtracting these relationsga0 (a«=1) and
atx=L (a=Il), leads to

T Reciprocity relation: JS—'SJ=0, (5.19
ZJaAR,a: (Ja+tJa)Aa+ (Ja_tJa)Ba,
2J°BRe=(J*—1J) A%+ (J*+'13%) B, Time-reversal invariance:
for a=1, Il. Using the definitiong2.1) and(2.2), these re- He+ HyS=JS3"L(Hy+ H,:S), (5.1b

lations become

2JWR=H W, + HyWou= (Ho + HyS) Wi, - -
= HpWint HintWou= (Hy+ HinS) Wi Energy conservation: Hy+H,S="'S(H,+H,S).

23WR = H Wi+ HyWou= (Hn+ HyS) Wy, (5.19
where H,=JM+ {(IM), H,=JIM—IM), and W ,=SW,,
have been used. In these relations, the presence of evanescent modes is
Finally, knowing thatWR =SW~  we obtain the time- taken into account by thel, matrix. Notably, the term in-
reversal invariance property for the scattering matrix volving H, in the energy conservation represents the energy
) _ _ flux carried by evanescent modes.
JSJ™*(Hp+HpS)=Hp+HyS. (4.5 Note that the same kind of relations have been shown in

This time-reversal invariance property of the S matrix with R€f- 9 in the angular spectrum representation, but in the sca-

evanescent modes is different from the version without eval-ar case only.

nescent modes because of the extra terms involMpgsee  A. Structure of H,, and H,

Sec. V. . :
Y To gain some hints of the structurestdf andH,,, let

us take an example in both cases. In the fluid case, let us
assume that we have, at=0, one propagating modg'l
C. Energy conservation =jk} (k} rea) and we account for one evanescent matle
(purely imaginary; at x=L, we suppose that we have two
propagating model;'lI and k'2' and we account for one eva-
nescent moddx'sI . With M=1 (Appendix Q, we have thus

The energy conservation comes directly from the reci
procity relation and time-reversal invarianfaking in the
reciprocity relationX,Y) and XR=X, YR=Y) as solution

XYD) = (XTYH = (X" YT = (XTT|Y™). (4.6 .
This relation can be expressed, fer1, Il, as the conser- K
vation of the energy flux proportional toV,=(X“Y®) 2
—(X?Y9) Hp=2i 0 ,

W, =A% 3o~ o) AT~ 1B Jo+ o)A o

~ T — ~ T — k3
+tAa(Ja+tJa)Ba_tBa(Ja_IJa)Ba (52)
= constant. K,

This can be written 0
l‘I'inHm‘I’in"' tlI’ian\I’out_ t\IfouthlI’in_ [\I’outh\IIout: 0. Hm: 2i klll
Finally, we obtain the energy conservation property for the klzl
scattering matrix 0

Hint HpS="S(Hy+HpS), 4.7)
whereH, implies extra terms due to the presence of evanes-  In the solid case, properties gfare given in Appendix
cent modes. B. Let us assume that, at=0, we have one propagating

As for the reciprocity relation, Eq(4.6) can also be mode (7} purely imaginary and we account for two eva-
deduced from an integral representation. It would permit oneescent modes such that,=75; atx=L, we assume that
to generalize Eq(4.6) to geometry with more than two ter- we have only one propagating mode and one evanescent
minating waveguides. mode with a purely real75 . In this caseM takes the form
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1 SI Y (Hy+HpS) =3 X (Hp+H,S). (5.6)

Then, the energy conservation is written
M= 10 . (5.3 _
(Hp="SHm)S=('SHp—Hp). (5.7

1 Finally, using(5.6) in (5.7) to eliminateS yields a relation

Thus, we have between'S andS

0 (Hp—'SHp) 3™ X(Hp+ H,S)
| _
0 7 =('SHp—Hm)d ™ X(Hp+HpS). (5.8
_ Al
Ho=2 J2 0 ' Thus, we have
0
7! 'SH,S—H,+'SH,—H,S=0, (5.9
5.4 with
7t (5.9 ) )
0 0 Ha=Hpd ™ "Hp+ Hpd " HH,, (5.10
Hn,=2 0 e e
m ot Hp=Hpd ™ "Hy+Hpd " 1H,,. (5.10)
1
0 Using that, by construction, is diagonal, we obtain a simple
expression oH, andHj
B. Relationships without evanescent modes Ha=2(JMM—‘(MM)J), (5.12
A consequence of the results of the preceding section is — =
that the three relationships on the S matrix can be simplified ~Hp=2(IJMM+(MM)J). (5.13
to It is shown in Appendix C that, in both fluid and solid cases,
Reciprocity relation: JS—'SJ=0, (5.5a MM=I. As a consequence, we find,=0 andH,=4J, so
) ) i _ P~ that Eq.(5.9) corresponds to the reciprocity relation.
Time-reversal invariance: Hy=JSJ™"Hy,S, (5.5 We have demonstrated that as soon as two relations of

Energy conservation: Hm=‘SHm§, (5.50 (5.1) are verified, the third relation is also verified.

when the modes are restricted to propagating components,
since in that casel, is zero. Then, as it can be expected by
a proper normalization, the reciprocity property implies that!- CONCLUDING REMARKS
S is symmetric and the energy conservation implies St The main results of this paper are the relationships in
unitary. Eq. (5.1) that are verified by the scattering matrix with eva-
nescent modes. To the best of our knowledge, this is the first
time that such general equations are found for the fluid case
and the solid case. These results can be easily generalized to
other boundary conditions, to waveguide with inhomoge-
So far it has been assumed that the propagation is gowieous medig\ and w variable for instance and to 3D ge-
erned by the equatiof8.1) with boundary condition§3.2). It ~ ometry. They are exact whatever the distance from the scat-
corresponds to the Helmholtz equation for fluids bounded byering region, in contrast to usual relations involving only the
rigid walls or to the Navier equation for solids with traction propagating modes and assuming that one is in the far field
free boundaries. Nevertheless, even if the governing equaf the scattering region. The equati@1) can be useful, in
tions in the scattering region are unknown, each equation ima numerical calculation, to test the energy conservation,
(5.1) can be used as a test of the corresponding physicdlme-reversal invariance, or the reciprocity of a scattering
property. region. They could be useful also to test the results of an
It is clear that if the reciprocity relation is verified experiment if this latter is able to provide the evanescent
(JSJ 1='s)), then time-reversal invariance and energycomponents.
conservation are equivalerit.e., time-reversal invariance Besides, with evanescent modes taken into account, we
implies energy conservation and vice versa have shown that, as soon as two physical properties among
It is more difficult to prove that the reciprocity relation energy conservation, time-reversal invariance, and reciproc-
comes from time-reversal invariance and energy conservaty are verified, the third is also verified. Consequently, this
tion. To do that, we use the following procedure. The com-reduces the number of tests that have to be conducted with
plex conjugate of the time-reversal invariance is written in(5.1). These relationships can be also helpful to works re-
the form lated to time-reversal mirror in waveguid¥s.

C. Relations between reciprocity, time-reversal, and
energy conservation
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APPENDIX A: EVOLUTION EQUATIONS IN
WAVEGUIDES

1. Fluid case

We start from the Helmholtz equation

wZ
VZp+— p=0, (A1)
c
where p denotes the acoustic pressure anthe acoustic
wave speed in the considered fluid. In xaxis waveguide
of heighth(x), the boundary conditio@,p=0 (with n the
normal to the wall can be written

d J
—h’(X)&p+@p=O, aty=h(x),

5 (A2)

Wp=0, at y=0.
With X=(d/dx)p andY =p, (Al) takes the form

(92
Jd [ X _ 0 - —2+w2/02 X
1 0
and the boundary conditiofA2)
J
—h X+WY:0’ aty=h(x) and
(Ad)

J
gy V=0 aty=o.

We thus identify F= —[ (4% dy?) + w?/c?], G=1, C3=0,
Ck=-1,C%=0ldy, andCi=0.

2. Solid case

With (u,v) the vector of displacements amdthe stress
tensor, the elasticity equation can be written

2 u H
—po =divo, (A5)
where
( =\ i +(N+2 i
s= ay Y ( M)a—XU,
s t _ d ]
= = _ +_
Utr'Wlth<tM(9yu(3’XU’
=(\N+2 i + A J
\r—( M)ayv XU

(AB)

where p denotes the density\,u) the Lameés constants.
Boundary condition of a wall free of tractiom-n=0 (n de-
notes the normal to the walin an x-axis waveguide of
heighth(x) can be written

—h's+t=0, —h't+r=0 aty=h(x),
t=0, r=0 aty=0.
With X=({') andY=("°), (A5)—(A6) take the form

(A7)
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B d
_K _EW
0
J 2, 3
Jd (X| ’Bay p® a(?yz
ax\Y
pw? ai
y 0
J 1
Iy u
X
X v/ (A8)
with a=4u(\+w)/(N+2u) and B=N(\+2w). With r

= a(dldy)v + Bs, boundary conditiongA7) can be written
h' 0
d |Y=0 aty=h(x),

X+

(A9)

and the same with’=0 aty=0.
We thus identify

B d
x By
F:
B& 2, P\
R S R
ay P ay?
9
2
pe ay 0 0 1
G= g 1] Cx= 0 0/)’
dy M
0 0
Ci= 0 0 co= d d
X 0 _11 Y —B e an
ay
10
1
=l o

APPENDIX B: PROPERTIES OF F AND G

Property 1 is obviously verified in both fluid and solid
cases, the expressions l6fand G being given in Appendix
A.

To obtain property 2, we calculate the produd&|Y)
and (GX|X), where(X,Y) and (X,Y) verify relations(A8)—
(A9). We have to distinguish here the fluid and solid cases, as
detailed below.

1. Fluid case

It is obvious to see from the expressions Fofand G
given in Appendix A that

(FY|Y)=(Y|FY)+h'(YX = XY)(h),

(GX|X)=(X|GX),

Pagneux and Maurel: Scattering matrix with evanescent modes



obtained simply by integration by parts and by usidg}). ' 9
Subtracting these two relations, Property 2 is then clearly Un=iknén+ anv
verified.

d .
Vn:@ dn—iKntn,

2. Solid case (C3)

J
— (L2 2_ 2 o
We denote hereZ, ,Z,) the two components of a vector Sn_r“{ (Kht2Bn—ap) ént 2|kn(9y Lﬁn}'
Z=X, X, Y, Y. We can calculate by integrating by parts

d ~

. d 2, 2
_ Tho=n 2|knw¢n+(kn+a’n)¢n ’
Yz(_BYl"f‘a@Yz

(FY|Y)=(Y|FY)+

defined with the scalar potential ¢n=(kﬁ

_ P h + a?)cosh@.y)sinh(a,h) and the potential vector (0,),
—Yz(—,BYlJra—Yz) , with  ¢,(X,y) = — 2ik, B, sinh(e,y)sinh(8,h) and with «,
W o = (K—k)) 2, py=(kg— kD)2 k= wlc,=(pl ) Y20, and

k=wl/c,=(p/(N+2u)) 0.
The structure of the spectrum in the solid case is quite
more complicated than in the fluid case. The dispersion rela-
tion for symmetric modes is of the forfh
(ant+k)?
(FY[Y)=(Y[FY)+h' (YoXo = XpY ) (h), “n
— 4k2B, sinh B,h)cosh a,h) =0.

(GX|X)=(X|GX) +[XX; — X1 X,15,

which are valid for any vectorX, >~(, Y, Y. Using the bound-
ary conditions(A9), we finally write these relations

sinh( @, h)cosh B,h)

(C4

(GX[X)=(X|GX)=h" (Y2 Xy = XyYa) (). We refer to a previous paper wherg, has been explicitly

calculated! and we summarize below the main results we
can extract from its calculatiofresults are considered for
right-going waves, associated with wave numbley,
Imag(k,)=0 in conventione™'“7).

Consequently, we have

(FY|Y) + (X|GX) = (Y|FY)+ (GX|X)+h'(Y-X

—X-Y)(h), (B1) (i) Propagating modes correspond to real wave number
. ' k,; in this case,7, is purely imaginary.
which constitutes property 2. (i)  Evanescent modes that correspond to complex wave

numberk,, with a nonzero real part give a imaginary
Jn with nonzero imaginary part. Such a mode with
wave number can be associated with another one such
thatk,,= —k,. In this case, we havg,,= J, and we
choose a numbering such that=n+1.

(i)  Finally, evanescent modes associated with purely
imaginary wave number give a real value {@.

APPENDIX C: TRANSVERSE MODES AND
STRUCTURE OF THE M MATRIX

1. Fluid case

The transverse modes, solutions(8f3) with boundary
conditions(3.4) are (for |n|=1)

2—9 -1
Yoy =\ h”lcos((” h)wy), Xaly)=iKnYp.

The relation(for right-going modes(X | Y ) = Jn0mn iS
used to calculate X,|Y,). Indeed, withY =Y (k,), the
latter product is nonzero only whén,= =k, . Thus, for real

(cy Wwave numbelpropagating modesit is nonzero fom=m.
For complexk,, with nonzero real partk,.;=—k,), it is
Thus, we calculate fon=1 nonzero form=n+ 1. Symmetrically, considerink, , ,, itis
nonzero form=n-—1. Finally, for purely imaginary wave
(Xn|Ym):(xn|?m):ikn5nmv (%) number, it is nonzero again fer=m. The structure of the
matrix (X,|Y ) is thus the following:
f_rom which it is easy to deduce thd=I, whereM is de- v 0 0 o
fined in (3.8).
0 0 J, O
- : (CH
2. Solid case 0 0 0 I

For the sake of clarity, only symmetric Lamb modes arewhere we have considered a propagating mode with wave
presentedfor antisymmetric modes, see for instance Ref.numberk,; (7, is purely imaginary, and three evanescent

16). Then,Xn=(LTJ”) andYn=(j/§ ), where
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In the present paper we are concerned with sound propagation and attenuation in two- or

three-dimensional lined bends. First it is shown that the effect of locally reacting absorbing materials

at the walls of a waveguide can easily be taken into account in the multimodal formulation proposed

in earlier papers by the authors, and, for bends, algebraic solutions are carried out for the acoustic
field and scattering properties. Then a study of the sound attenuation in lined bends is given using
the multimodal formulation and the properties of such waveguides are shown and discussed, in
particular, the presence of a plateau of attenuation at high frequencies and a whispering gallery
effect that occurs in bends. @004 Acoustical Society of Americ4DOI: 10.1121/1.1788733

PACS numbers: 43.20.Mv, 43.20.Hq, 43.20.DKT] Pages: 1921-1931

I. INTRODUCTION sorbing material. An adiabatic lossless linear medium is as-
sumed. Both two-dimensional and three-dimensional bends

In recent papers by the authbfson multimodal wave :
are considered.

propagation in curved ducts, perfectly reflecting rigid walls
and a lossless linear medium were assumed.

Our first aim in the present study is to introduce the
effects of a lining of the walls in the multimodal formulation A. Two-dimensional bend
of the wave propagation in bends. One can include such
mechanisms and extend the field of applications of the mul-
timodal approach to more realistic problems, without in-

creasing the complexity of the formulation. It is of particular responding velocityi = cov exp(«t), wherep, is the density
interest, for both scientific and practical reasons, to take int%f air andc, the speed of sound then dimensionless pressure
0 )

a_ccount the joint effects of liners and (_:urvatur_e n dUCtS’g and velocityv satisfy the linearized Euler equations,
since these properties are often present in practical duct sys-

tems, notably in engine noise suppressors. —jkv=Vp (1)
In Sec. Il, the multimodal equations governing the com-
ponents of the pressure and velocity projected on the locaind
transverse modes in a bend are modified to take into account ]
localized impedance conditions at the walls, and algebraic ~ V-V=—Ikp, 2
solutions for the acoustic field and reflection and transmis-
sion matrices are given. Thus, this extended formulation al-
lows us to propose a theoretical method to predict the soun
attenuation in lined bends.
Two formulations of the sound attenuation are given in

Consider a circularly curved section of a two-
dimensional duct system of W|dltn(F|g 1). If the complex
acoustic pressure is written aypocop exp(wt), with cor-

with frequencyk= w/cy. By eliminating the radial compo-
laentvr of the velocity, these equations becomes, iips)
coordinategsee Appendix A,

Sec. lll, one of which is defined for a known incident wave —jk(l—xr)uszﬂ—z, 3
and takes into account the mode coupling and the scattering

at each end of the duct, while the other, deduced from the e 1 9 ap
conductance, characterizes the attenuation in a more general —jk(1—«r)p= R — _((1_ Kr) _> (4)
scope, for an arbitrary incident wave field. In Sec. IV the gs  jkar ar

calculation with the two expressions of the sound attenuatio) .., v, the axial velocity andc=1/R, the curvature of the
is done for bends with various configurations of the wa "bend axis. 0

treatment, and the results, as well as the results and conclu- The boundary conditions at the walls are
sions of the preceeding works on the subjeétare dis-

cussed. ap
( ) =jkZep, %)
r=-—nh/2

. ap
=—jk¢p, (W

Il. FORMULATION
here ;=poCol/z; and {.=poCy/z. are reduced admit-
In the present section the formulation of the muItlmodaItances and, =z,(») andz,=z.(w) the surface impedances

wave propagation is developed for a bend lined with an abg¢ ihe internal and external wall, respectively.
The pressure and axial velocity in the bend are now
dElectronic mail: simon.felix@univ-lemans.fr expressed using infinite series
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FIG. 1. Geometry of the 2-D duct system with a bend and system of coor-
dinates. The wall treatment is characterized by localized impedameesl
Ze.

P(r8) =2 Pu(8)iulr), (6)
vg(r,s)= 2 U, (S) (1), (7) FIG. 2. Geometry of the 3-D duct system with a bend and system of coor-
a dinates. The wall treatment is characterized by the localized impedance
z( ).
where
am h , 1 11 xh
gz/a(r)z\/z—&oacos(T r—E)), aeN, (8) Ua—j—k(CJFKB)a;;PﬁJFj—kﬁ 1-5
- . . s . h h xh
are therigid transverse eigenfunctions satisfying the homo- x| —jk&p > W, 5= 1+ >

geneous Neumann condition at the walsgid eigenmodes

are chosen instead of the eigenmodes that satisfy the bound- h h

ary condition(5) for the simplicity of their calculation and X jkéep< - 5) ) lﬂa( - 5) ) (13)
use, notably when joining the solutions in the lined duct and

in the rigid ducts upstream and downstream. Moreover, thaith matricesK, B, andC given in Appendix B. Thus,
rigid eigenmodes should not be calculated for each fre- 1

guency. These eigenfunctions, and the pressurp do not U'=—(C+KB+F)P, (12
satisfy the same boundary conditions; one can thus expect a K
lower convergence rate of the multimodal method, comparedvith
with therigid case!

N2
The projection of Eq(3) on the basis#,) ..~ gives the Via,B) el
equation 2= 8p,\2— 80 kh
Faﬁ: _]k h gi 1- 7
P'=—jkBU, (9)
xh
independent of the conditions at the walls, and therefore un- el 1+ 5] (= 1)«*F]. 13

changed compared with thigiid case' B is a matrix depend- . . .
ing on the geometrical parametefsee Appendix B The  The elements; being simply expressed as functionslof
projection of Eq(4), however, gives a result modified by the and ¢; , the matrixF can be calculated at each frequency

new boundary conditions: without difficulty.
Y(a,B)eN?
B. Three-dimensional bend of circular cross section
U;:iE (C+KB),5Pp+ i E[(l Consider now a three-dimensional bend, being part of a
ik jk'h duct system of circular cross section of radiys(Fig. 2.
ap M2 Equations(1) and (2) are expressed in toroidal coordinates
—Kr) o zpa} (100 (r,¢,s) andp andv, then satisf§
~h/2
ap .
Hence, considering Ed5), this equation becomes s k(1= «rcosg)us, (14
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s 1 . o a°p
75 =K (1—«r cos¢)kp+(1—«r cosg) Pl
1o 19p 1 J°p
+(1=2xr COS) — —-+ (1~ kT COSP) EyY
L osing P 15
+FKSIH¢£- (19

Assuming an azimuthally varying wall treatment, given

by an impedance=z(k, ¢), the boundary condition is

(16)

&p) ey
F . =—jk{(k,®)p,

where{=pqCq/z.

The pressure and axial velocity are projected on the or-

tween the symetrical and antisymetrical modes, which can
therefore be considered separatebndF becomes

. AaAB
Faﬁ: _lkrog?‘]m( '}/mn)‘]M( 'yuv)(Imu_ Krojm,u)r

0
(21

where Z,,, and J,,, are given in Appendix B. As in the
two-dimensional case, the elements Bfare simply ex-
pressed as functions &fand .

C. Acoustic field, reflection and transmission
matrices

The two infinite first-order differential equation®)
[resp., (17)] and (12) [resp., (19)] in a two-dimensional
(resp., three-dimensionabend have been constructed, as-
suming a duct of constant curvature and cross section and a

thonormal basis ,) of the transverse modes of a rigid wall lining invariant with s. Under these assumptions the

straight duct of radiusy. As detailed in Ref. 2, these modes . . :
9 0 sucﬁhe axis of the bend, and algebraic solutions of these equa-

are sorted in increasing order of their cutoff frequency,

that « is a simple integer index, referring to the triplet
(m,n,o) of the usual circumferential, radial, and symmetry
indexes. However, due to the azimuthally varying wall im-
pedance, the symmetry invoked in Ref. 2 to set apart sy

metrical (c=1) and antisymmetricaloc=0) modes is no

longer valid. All modes must be taken into account when

sorted.

Again, the equation obtained by projection of the mo-

mentum conservation equatiqdi4) on the modesy, re-
mains unchanged:

P’'=—jkBU, (17)
while equation of mass conservati¢tb) gives
u'= 12 (C+KB)5Ps+ L2
Tk ETTK 2
2w ap "o
xf r(1—«rcos¢) —i,| do, (18
0 or 0

with K, B, andC given in Appendix C. Considering E¢L6),
this equation becomes

1
U’=j—k(C+KB+F)P; (19
the matrixF is given by
. AaAB
Fa,B: _Jkrog—sz(?’mn)J,u(')’,uv)
g
2
xf (1—«r cose)l(k, )
0
. g\ . S
X sinl me+ 7)sm ,u¢+7 do, (20

where J,, is the mth-order Bessel function of the first kind

and yn, the (h+1)th zero ofJ;,. B refers to the triplet

(u,v,5) andA,, is given in Appendix B. In case of a uniform

wall treatment, one can take=s (there is no coupling be-
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m-

coefficients in the differential equations are invariant along

tions can be carried out to calculate the acoustic field in the
bend and its reflection and transmission matrices.

Indeed,P obeys the equatioR”+B(C+ KB+ F)P=0,
of which a solution can be constructed in terms of the eigen-
values vi(aeN) and eigenvectorx, of the matrix B(C
+KB+F):

P=XD(s)C;+ XD X(s)C,, (22

where X=[Xq,X1,...], D(s) is diagonal and given by
D ,(s)=exp(—jv,9). C; andC, are constant column vectors,
functions of the conditions at each end of the bend.
Consider now a bend with a given radiation condition
U(s;) =Y(sf)P(s¢) at the outletthe relationU=YP defines
a generalized admittancé within the context of the multi-
modal formalism and a given pressui(0) at the inlet. The
continuity conditions at these two interfaces give the follow-
ing system of four equations:

P(0)=XC;+XC,, (23
Y(0)P(0)=—HY(C,—C,), (24)
P(s;)=X(DC;+DC,), (25)
Y(sf)P(sf)=—HY(DC,—D!C,), (26)

whose unknowns are the constant vectGisand C,, the
admittanceY(0) at the inlet of the bend, and the pressure
P(s;) at the outletD =D(s¢), H andY are functions 0B, C,
F, K, andX—the reader may refer to Ref. 1 for details.
Finding the solutionsy(0) and P(s;) in case where
Y(s;) is the characteristic admittandg,, which is diagonal
and given byY.,=k,/k, wherek?®=k?>— (am/h)? (2D) or
k2=k?— (Ymn/T0)? (3D), allows us to define and calculate
the reflection and transmission matrices of the bend. The
algebraic calculation of these matrices have been developed
in Ref. 1 for a rigid bend; with the appropriate matriézsH,
X, andY taking into account the wall treatment as above, the
same process leads to the reflection and transmission matri-
ces of a lined bend.
With the solutionsC; andC, one determines the pres-
sure(22) in the bend. However, as dicussed in Ref. 1, the
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matrix D~ 1(s) in (22) is a source of numerical problems of 1 1 .
~ ! — % | .
convergence. One thus defin@s=D ~'C, and the pressure W'(s)= ERE( - j_k PEP™ | (33
in the bend is then written as ) ) ]
- F being a complex symmetrical matriw/’ (s) is not equal to
P=X(D(s)C1+D(s;—5)C»), (27)  zero, and consequently the energy flux may vary along the
and this formulation depends @ only, with positive argu-  Inéd bend.
mentss ands;—s, and does not depend @ . The solu- ) ) o _
tions C, andG, are B. Attenuation of a given incident wave P~
C,=(1-8)"X"'P, (29) The sound attenuation is given in decibels by
= -1 Wtrans.
Co=—(Y(sp)X—HY) *(Y(s;) X+ HY) Ags= —10log, W |’ (34
Inc.
XD(1-68) X" 1Py, (29

whereW,,.. and W, are the incident and transmitted en-
where =D (Y(s)X—HY) 1(Y(s{)X+HY)D. ergy fluxes, respectively.

This algebraic formulation, established for a duct lined ~ Considering an incident wave(", emitted by a source
with a longitudinally constant wall impedance, is also suit-upstream from the bengegion (1) in Figs. 1 and 2, with
able for a piecewise constant impedafce. corresponding incident velocity(, the incident energy flux

When the coefficients in the matricial differential equa-is Wi, =1/2 RetPMUM*), Since for the incident wave
tions governingP and U are not invariant along the bend, U =Y_P(", this equation becomes
i.e., if the curvature, cross section, or wall admittance vary, 1
algebraic solutions cannot be carried out for the acoustic Wmc_=§Re(P<‘”YCP“)), (35)
field or the reflection and transmission matrices. However, as
developed in Refs. 1-2 and 10-11, the acoustic field angdyhere™ denotes the adjoint operator.
reflection matrix can be obtained numerically by first calcu- If T is the transmission matrix of the lined bend, the
lating the impedance matrix along the bend. The impedancgansmitted wave i®"=TP(", with corresponding velocity
obeys a Riccati equation, which can be integrated numerig®=Y TP, The transmitted energy flux is then
cally after truncation at a sufficient number of modsee

. 1 : :
Appendix D. Wirans =2 Re( POTTTY TP), (36)

Then, as the transmission matiixis known (see Sec. Il (;

I1l. SOUND ATTENUATION IN A LINED BEND the atte_nuatiorq34) can be calculated for any given incident
wave P() by using Eqs(35) and (36):

Re(PVTTTY TP1)
Re(PVTY PM)

A. Energy flux in the bend

The attenuation of an acoustic wave propagating in a A .— —10log,
waveguide can be defined as the decrease of the energy flux:

(37)

171 - 1
W(s)= S LE Re(pv*)dS= ERe(‘PU*) (30) C. The case of an incoherent source

The result given above allows us to calculate the attenu-
between the entrance and the exit of the waveguids.the  ation of a given incident wave in a lined bend. Thus some
cross-sectional area. particular cases for which the incident wave is known can be

Since a lossless medium is assumed, only the wall treaktydied, with the mode coupling taken into account. How-
ment may cause an attenuation of the wave. Indeed, Wgyer, in many cases the sound source upstream from the lined
verify that the multimodal equations lead to a constant engct system is not known—it may be a number of noise
ergy fluxW(s) in a rigid bend, when the wall admittance is sources—and such an approach is then unadapted since the

equal to zero: the variations d¥(s) are then given by possibly statistical aspect of the distribution of incident
dW(s) modes is not taken into account. It could thus be useful to
&S =W’(s)=§Re(tP’U*+tPU’*), (31 define a quantity characterizing the attenuation in a more
general scope, for an arbitrary source.
with P and U satisfying? P’ = —jkBU and U’ = (1/jk)(C For a given frequenck, we assume that thl,, propa-
+KB)P. Thus, gative modesy, upstream from the bend are excited by as

1 1 many incoherent unit fluxes. The transmission of such a

W' (s)= ERG( —jk'UBU* — TtP(C+ KB)P*|. (32 mode distribution in a waveguide can be characterized with
the conductancd

SinceB andC+ KB are real symmetrical matrices, the terms

—jk'UBU* and (—1/jk)'P(C+KB)P* are purely imagi- . A

nary numbers andV’(s)=0: the energy flux is constant. where Tr is the trace and and Y. are the transmission

However, if the wall admittance is finite—not equal to matrix and characteristic admittance matrix, respectively, re-

zero—the previous calculus leads to stricted to theN, propagative modes.

G=Tr(TY.T), (39
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Indeed, the transmitted energy flux SV
=1/2 RePMTTTY, TPW), that is
1 . .
Wirans =75 Re( 2, (TIYeT) Py Pg>) : (39
2 \aB

Assuming N,, incoherent unit fluxes impliegP* PY))
= 8,51t a<NpandB<N,, and(P{*PP)=0 if a=N, or
B=N,. Hence

Np—l
Wtrans.ZER ZO (TTYCT)aa)l (40
that is
1 A4o A
Wtrans.ZETr(T YT). (41)

The attenuation is then

Wtrans

G
Ap=—101 1=-—10I —. 42
dB 0910( Wmc.) 0910( Tr(YC)) (42

IV. RESULTS
Expressions(37) and (42) are valid for both two-

30t

attenuation (dB)
[\
S

—
o
T

kh/m

FIG. 3. Attenuation in a 2-D ben@—) and in a straight duct having the
same axis lengtls; (—-—), both lined with a porous material, for a plane
incident wave.

1. General results

Figure 3 shows the attenuation as function of the fre-
quency in the lined bend described above and in a straight
lined duct having the same axis length and the same wall

dimensional and three-dimensional ducts, as long as thgeatment. The attenuation in a straight lined duct is known
transmission matrix of the lined duct can be calculatedto follow the typical curve shown in this figure: the attenua-
However, for simplicity, a two-dimensional bend is consid-tion is weak at low frequencies; it reaches a maximum when
ered in all of the results to be described in the following,the wavelength is of the order of the duct widtkh(m

except where otherwise stated.

~2), and then decreases. The attenuation at high frequencies

For comparison, results on the attenuation in straights poor, due to a “ray effect® the incident acoustic wave
lined ducts are given in the present section, together with theeing regarded as rays propagates through the duct without
results for bends. It can be easily shown that the algebraitcolliding” the walls.

formulation of the reflection and transmission matrices that

has been formulated for ben@see Ref. 1 and Sec. I)Can
be used for straight ducts by simply takirg=0. Therefore,

A way, first pointed out by empirical meafgp avoid
this ray effect and increase the efficiency of the system is to
use a curved duct. A plateau appears then, keeping the at-

the same expressior(87) and (42) of the attenuation are tenuation at a high levefor kh/7=100, the attenuation is
used in the following for both bent and straight ducts, withstill greater than 9 dB Thus, although the curvature is weak

the appropriate transmission matrix.
The dimensions of the bend ahe=0.2m, R;=0.9m,
and the overall anglé;=s; /Ry=60° (Fig. 1). The walls are

(kh~0.2) in our example, it yields a substantial increase in
the attenuation at high frequencies.
At low frequencies, the effects of the curvature vanish

lined with a rigid porous material. Assuming a locally react-and the attenuation curves for the bend and the straight duct
ing material, the surface impedance of the wall treatment igonverge to tend toward zero. Rostafifskbncludes his
taken as the impedance at normal incidence of a plane p&tudy of lined bends at very low frequencigise wavelength

rous plate having the same thickness:
)= — L (oK) 2cof | £ i
¢ K ’

whered is the thickness of the porous layérthe porosity,

(43

the effective density, anl the effective bulk modulus of air

is at least two orders of magnitude larger than the widti

the bend, that isgh/ <10~ 2) by stating that the attenuation

in a bend is generally lowdby 2% to 7% than in a straight
duct. None of the configurations that have been considered in
the present study have led to this conclusions; in all cases,
the difference between the results for a bend and a straight

in the material® The porous material is characterized with duct in this range of frequency was much lower than 1%.

the following quantitites: porosityy=0.98, tortuosity «.,
=1.2, flow resistivity c=40000 N m*s, characteristic di-
mensionsA =2x10"%m andA’'=4x10"*m, thicknessd
=0.05m.

A. Incident plane wave

More generally, for all frequencies, the attenuation level
is globally higher when the duct is curved than when it is
straight. However it can be locally, that is, in a small fre-
guency rangésee, e.g., fokh/7r~3), lower. If the behavior
at low and high frequencies can be easily interpreted, it is not
simple to describe the effect of the curvature at medium fre-

The following results are obtained assuming an incidengjuencies, and therefore to explain this latter behavior.

plane wave, emitted by a source upstream from the bend.

When considering a three-dimensional bend and straight

Thus one use the expressi(8Y) to calculate the attenuation, duct with a circular cross sectidifrig. 4), similar results as

with an incident mode 0PM=6,,.

J. Acoust. Soc. Am., Vol. 116, No. 4, Pt. 1, October 2004

discussed above are obtained.
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FIG. 4. Attenuation in a 3-D bend of circular cross sectier, r 15 20
=0.1m,Ry=0.9m,s;/R,=60°), and in straight duct having the same axis kh/m

lengths; (—-—), both lined with a porous material, for a plane incident wave.
FIG. 6. Attenuation in a 2-D ben@—) and in a straight duct having the
same axis lengtls; (—-—), for a plane incident wave. The reduced wall
admittance is constant;= {,=0.5+j0.25.

Figure 5 shows the attenuation in a two-dimensional
bend and a straight duct with walls that are lined with a2. One-wall-lined bends
fibrous sheet mounted on a locally reacting core with imper-
vious backing, as studied by Ko and Hand Lafargé. The
reduced admittance of the lining is given lyk)=[R(1

Figure 7 shows attenuation curves of one-wall-lined
bends and a straight duct. The attenuation in the outer-wall-
lined bend is much greater than in the inner-wall-lined duct.

i —- 71 = i i -
; :]Iz/ek?() _17%03(;?1],1 ’tr;l(\; hi;]ea?act%a.rs'stl'sc thz rgdnuclf]gerfsésn d Furthermore, no plateau appears if the inner wall only is
o Istic wave n ' lined, and then attenuation in this case is lower than in a

d=0.1m the lining core depth. The attenuation curves de-

scribe a succession of absorption lobes and vanish each ti ope-wall-ined ~straight duct. Thus, as remarked by
. P i . Grigor’'yan? the curvature does not always yield an increase
the transverse velocity is null on the fibrous sheet, that is

since the thickness of the coresds-h/2, for frequencies In the attenuation. Ko and Hesuggest that the difference
: . = q between the attenuations for inner-wall-lined and outer-wall
kh/7r=4n, neN. For this configuration one can also con-

sider that a plateau appears at high frequencies for the benlép’ad bends may be due to the difference between the lengths

since the decrease in the amplitude of the absorption lob f the walls in a bend. There is no doubt that an increase in

. P P She length of wall treatment generally increases the attenua-
observed for the straight duct is no longer observed for th%on in a duct, but the difference between the length of the
bend. '

. . . L walls in a bend cannot explain on its own this significant
This particular behavior of the attenuation in bends at P 9

: . . difference. The attenuations for two bends with the same
high frequencies—the appearence of a plateau—is thus ngt

. ) : . arameter$ andRy, one of which is inner-wall-lined while
due to some properties of one particular kind of lining and

. " h her i r-wall-lined, with axis length h that th
any absorbing boundary condition would produce the samt e other is outer-wall-ined, with axis lengths such that the

fength of the wall is th in both
effect. As a matter of fact, Fig. 6 shows that the plateau isengt of the wall treatment is the same in both cases, are

S . ) mpared in Fig. 8. The results are clearly different, although
observed when considering an arbitrary constant admlttanc%:?e Izige'}[ﬁ that?sglginedeisetflifa?neec early different, althoug
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FIG. 5. Attenuation in a 2-D ben@—) and in a straight duct having the FIG. 7. Attenuation in one-wall-lined bends, for a plane incident wéve;
same axis lengtls; (—-—), for a plane incident wave. The walls are lined outer wall lined,(---) inner wall lined,(—-—) straight duct with only one wall
with a fibrous sheet mounted on a locally reacting core. lined.
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3. Whispering gallery effect

More than a difference between the lengths of lining, the
appearance of a whispering gallery effect may explain the
difference of efficiency between the inner-wall-lined and
outer-wall-lined bends. For sufficiently high frequencies, the g
incident wave “traverses the duct by glancing along the con- \ \
cave wall, the convex wall being left in the shadoWThe \
axial component js of the acoustic intensity j !
=1/2 Repv*), calculated in a two-dimensional rigid bend
for a plane incident wave, shows this whispering gallery ef-
fect (Fig. 9): the intensity, uniformly distributed on the cross
section upstream from the bend, is progressively confined _ _ . n ,

. FIG. 9. Axial componenij of the acoustic intensity=1/2 Refpv*) in a
near t_he concgvéout_et) \_Na" a_lS th? f_requency is increased. 2-D rigid bend R,/h=4.5, 6;=60°), for six frequencies. A plane wave

Since the intensity is at its minimum—and even locally (j — 1" arbitrary unit is emitted upstream from the bend. For all of the
null, see Fig. 9—near the convéxinen wall, it is clear that  figures, except the first onéii/ 7=0.7), the gray scaling gives the values
the contribution of the latter to sound attenuation is poor. In?r:c eJ sﬁ\:;ryfiin%rze;\frvselg Vggvrh&e;narﬁf(?Azck)r-asmsccz Itlf;]e \Ilsr:zg?sn?fsvlg .
contrary, lining the outer wall, where the intensity is at its, ° '* O%C{White) o 1.07(b|ad3'. gray 9 » varying
maximum, may Yield a substantial attenuation, even at high
frequencies. Besides, the relatively uniform distribution ofB Incoherent sources
the intensity on the cross section of a straight duct may ex-"
plain the intermediate position of the attenuation curve fora  We now assume that the incident wave field upstream
one-wall-lined straight duct in Fig. 7. from the bend is produced by incoherent sources. Therefore

When the frequency is increased, the zone of the maxithe attenuation in the following results is calculated with the
mum of intensity near the outer wall becomes more narrowexpressior(42), deduced from the conductan(zs).

Considering what is written above, a partial lining of the Using Eg. (42) to calculate the attenuation in a two-
outer wall near this narrow zone should yield an attenuatiordimensional bend lined on its two walls with a porous layer
similar to what is obtained when the two walls are wholly (Fig. 11) gives a result that is qualitatively close to the one
lined. Consider the attenuation in a two-dimensional bendbtained for an incident plane wadeig. 3), with notably the
with parameterq1=0.2m, R;=0.9m, andf;=60°, as be- appearance of the plateau at high frequencies, after an ab-
fore, lined on 30° in the middle of its outer wall, for a plane sorption lobe akh/7~2. All of the propagative modes be-
incident wave(Fig. 10. The result at high frequencies is ing taken into account and these modes being more attenu-
close to the one obtained for the wholly lined bend—theated than the plane wave mode, the level of the attenuation
difference is of the order of 2 dB—and the attenuation replateau if naturally higher.

mains much greater than in the wholly lined straight duct. If However, in the straight duct, a significant change can
the lined zone is reduced to 20°, the attenuation plateau levdle noticed. Since the plane wave mode is weakly attenuated
is close to 7 dB. Besides, we verify that the position on theat high frequencies in a straight duct, the curve shown in Fig.
wall of a given length of wall treatment is not indifferent; 3 is rapidly close to zero. The propagative modes being taken
indeed, the attenuation is at its maximum when the wall ignto account in the expressidd?2) of the attenuation, a pla-
lined where the maximum of energy flux is expected. teau appears in Fig. 11, which is, however, still under the

i

kh/m = 4.6/ ' kh/m =18
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FIG. 12. Attenuation in a 2-D bend, calculated with-) expression(37)
ith a plane incident wave(——-) expression(42), (---) expression(44),

I for th nd. Th rvature still yiel n incr i
plateau for the bend e curvature still yie ds a crease —-—) expression44) with N,=1 (fundamental mode only

the attenuation.

Using Eq.(42) to calculate the attenuation in bends lined
as in Fig. 5 and 6 or with other kinds of wall treatments leadsyvhere the angular wave numbers(n e N) are the solutions
to the same conclusions. The attenuation is globally in-of the implicit dispersion relation,
creased when the duct is curved, and a plateau of attenuation

appears in straight ducts. . h ) h

As in the incident plane wave case, the contribution of jglN”(kRO =) )N, kRO( 173 }

the outer wall to the global attenuation is still more important

than the inner wall contribution. However, the whispering X| j £ (kRo 1+KE )+J, kRO(1+KE ”
gallery effect that has been observed in the previous para- ! 2 . 2

graph is proper to the case of very low-order incident modes, h h

and the distribution of the energy in the bend is not limited to — [j gljy( kRo( 1— K3 +J/ kRO( 1— KE) }

the neighborhood of the outer wall when the incident wave

field is complex. The ray method to be used in the following h h

shows this effect of the higher-order modes on the energy X jézNy(kRo 1+K§ +N;| kRo| 1+ K> ”=0-

distribution. One consequence of this spread distribution of
the energy in the bend is the appearance of a plateau at high (49
frequencies in inner-wall-lined bends.

A classical expression of the attenuation in waveguide
and, in particular, in bend s

The calculation of the angular wave numbers is often limited
%0 the first modé:;’® since the fundamental mode in a
straight or bent duct is generally the least attenuabet*
The result that is obtained with the expressidd) of
sNp T2 Imlrn)0s the attenuation for the two-dimensional bend lined with po-
Age= —1010G 0| ——— | (44)  rous material is close to the result obtained with E4p)
(Fig. 12. This figure also shows a comparison between the
calculations of the attenuation with E¢44) with the first
bend mode only and with EG37). Again, both methods give
similar results. In our example the bend is weakly curved,
and therefore the energy of the incident plane wave mode is
predominantly transferred to the first bend mode, which is
the least attenuated. But if the bend is more strongly curved
or if the wall impedance is high, Eq&t4) and(42) no longer
give similar results. In such cases the simple expresgidn
of the attenuation in not a suitable measurement of the at-
tenuation.

p

attenuation (dB)

C. Rays to predict the attenuation

A mode ¢, propagating in a two-dimensional straight
waveguide can be regarded as two interfering sets of rays at

—ain1 i
FIG. 11. Attenuation in a 2-D ben@—) and in a straight duct having the anglesé,=sin “(an/kh) and — 6, . The aim of the present
same axis lengtls; (——), calculated with the expressida2). part is to use this interpretation in a simpler form—regarding

kh/m
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FIG. 15. Mean attenuation level in the frequency rakbémr 117,19 for
the bend shown in Fig. 14, with=0.2 m, for five lining schemeghe lined

FIG. 13. Propagation in a 2-D bend of a plane incident wave using a ray,ones on the walls are shown with bold strokésr the incident modeyy, .

method.

the mode propagating in the duct as two sets of rays with n

first 35° of the outer wall are lined is greater that when the
Rext 50° are lined, altough the length of lining is greater in

phase information—to predict the zones of absorption of 3he latter case

given incident wave on the walls of a duct.

Consider first the propagation of an incident plane wav
in a rigid bend joining two straight ductfig. 13. As shown
before with the calculations of attenuation and acoustic in
tensity (Sec. IV A3, the inner wall, where none of the rays
collide, is “left in the shadow.”

Consider now the propagation of a higher order mod
(a>0) for a given frequency, as, e.g., the mode, with
kh/w=17.5(Fig. 14). Due to the finite angle of incidence of
the rays ¢,,=43.3° at this frequengythe inner wall of the
bend is not in the shadow anymore, even if the “density” of
rays colliding this wall is still lower than the density on the

€

Thus, the simple observation of rays propagating in the

uct allows us to expect the relative levels of attenuation for

the different lining schemes. If one considers the practical
problem of a noise source with a frequency emerging on a
particular mode, a wall treatment localized on the efficient
absorption zones can thus be proposed with this very simple

approach.

V. CONCLUSION

The effects of a lining of the walls on wave propagation

outer wall. Figure 15 shows the mean attenuation in the benth curved ducts have been introduced in the multimodal for-

drawn in Fig. 14, withh=0.2m and the same porous lining
as in the preceeding, in the frequency rangé/«
e]17,19, for the incident modef,, and for five lining
schemes. The attenuation in the outer-wall-lined case i

mulation established in earlier papers by the authors. New
equations giving the multimodal acoustic field and the scat-

tering and impedance matrices have been carried out, extend-
g the field of applications of the multimodal method to

greater than in the inner-wall-lined case, as expected with thducts lined with locally reacting absorbing materials.

ray approach.
Two zones can be distinguished on the outer wall in Fig

Besides, two calculations have been proposed to evalu-
ate the sound attenuation in a lined duct, for a given incident

14: the first 35°, characterized by a high density of rayswave or a distribution of incoherent sources, and results with

colliding the wall, and the next 50°, where the density is

much lower. Figure 15 shows that the attenuation when the

FIG. 14. Propagation in a 2-D bend of the incident mafg at the fre-
quencykh/7=17.5 using a ray methodg/h=1, §;=90°).

J. Acoust. Soc. Am., Vol. 116, No. 4, Pt. 1, October 2004

both calculations have been presented and discussed.

The known effects of the curvature on the sound
attenuation—the increase of the global attenuation level and
the appearance of a plateau of attenuation at high
frequencies—have been shown systematically for various
configurations of the wall treatment and incident wave field.
For a two-dimensional bend, the whispering gallery effect of
the fundamental mode that appears along the outer wall has
been shown, which explains the great difference between
sound attenuations induced by the inner and outer walls re-
spectively. For a three-dimensional bend whose cross-section
is such that one cannot consider disctinct inner and outer
wall (circular or elliptical cross-section),..one can expect
that the whispering gallery effect still occurs, with the wave
glancing along the external part of the wall. This effect of a
larger attenuation on the external part of the duct wall is
observed for any kind of source, even though the whispering
gallery effect is less pronounced.

Finally, a simple study of ray propagation in a bend has
been shown to allow a prediction of the zones of the wall
where the sound absorption mainly occurs and further stud-
ies are planned on the characterization of waveguides with
ray methodg?®

Felix and Pagneux: Sound attenuation in lined bends 1929



APPENDIX A: 2D COORDINATE SYSTEM

Since ,s) coordinates are orthogonal, we have d
=h, dr(,+ hgdslg, where the scale factors alg=1 and
hs=1—«r. Thus, the gradient and divergence operators in
this coordinate system are

vi of . i) AL
= — + — —
ar T T a8t (AD)
V- 1-«r)F s A2
o= —_— —+ .
1—kr or (( «r)Fr) 1—«kr ds (A2)
APPENDIX B: MATRICES IN THE 2D MULTIMODAL FIG. 16. Duct with varying curvature, cross section, and wall admittance.
EQUATIONS
The matriceX, B, andC are defined and calculated in " .
Ref. 1. We give in the following their expression with the — a Aﬁm mM)J (7”‘” ) #< Yuy )dr,
notations of the present paper: Fo
V(a,B)elN?, (C4

where

aTT 2
KaBZ(kz_(T) )&w: (B1) 1NJI5(von), if m=0,

. A= 1 m? (CH
(1 if a=p, 1/\/ (1— I5(Ymn), i m>0;
2+ ﬂ2 ymn
Bap=1 V2~ b0av2— 505_(( 1)erh- 1)( 2_ g2)2’ 2m ) o\ . omT
B Tou= COS¢ sin m¢+7 sin M¢+7 d¢
if a#B 0
. (B2) (C6)
i a
(0 if a=p, =5 Om-u| A1+ (651~ 860) (dmot 8,0)),  (CT)
2
K o
Cap=1 V2= 0002 Gopp (-1)*P-1)——,. B3 and
) a—p 2m o\ . omT
| if a#B Hmp= fo sing co m¢>+7 sin ,u,¢>+7 do
(5)
APPENDIX C: MATRICES IN THE 3D MULTIMODAL
a
FQUATIONS = 5 (8u-m1(1= (8,1 8,0) o)
The integer indexx refers to circumferential and radial
indexesm andn, respectively, angB refers tou and v. For = Om—p,1(1+ (51— 840) 640))- (C9
details about the following expressions, the reader may refefpe termz,,, . in Eq. (21) is
to Ref. 2:
\2 2m o\ | o
V(a,p) e, Tn =f sinl mg+ —|sinl pup+ —|dg
= ] 2 2
’}/2
=(k2— r”;”) Bap (C1) = 7O (1+ (851~ 850) Omo). (C10
0

APPENDIX D: DUCT WITH VARYING CURVATURE,
CROSS SECTION AND WALL IMPEDANCE

Bup= Sup— Auhi—s Ty,
’7TI’0

"o Ymnl
2
Xfo ' Jm( ) )JM

In this appendix, the multimodal formulation is given for
Yl a duct with varying curvature, cross-section and locally re-
)dr, (C2 acting wall treatment. For convenience, a two-dimensional
duct is considered, but this formulation can be carried out in
r . ; a three-dimensional bend without difficulty.
YmnK 0 Ymn' | o[ Yurl The region in plane to be analyzed here is shown in Fig.
Cap™Als™ 5 wry Tme er+1( Mo )J“( o )dr, 16, delimited by two lined duct wall€}; andC,. Consider a
(C3 curveC represented by a vector functi®{s), wheresis the

o
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arclength measured from some reference paigtand U,
being the tangent and normal vectors of the cu€yehe
inner wallC; and outer wall,, of the duct are represented by

the vector functions
Ri(s)=R(s)+ri(s)Uy, (DY)
Re(S)=R(s) +re(s)0; . (D2)

As in Sec. Il, pressurp and axial velocity ¢ in the duct
are expressed using the infinite series

P(r,S)=2 Pu(S)tha(r,8), (D3)

_ ! >u D4

Us(r,S)— % ~ a(s)wa(rvs)7 ( )
where h(s)=r;(s)—re(s). Note that a different develop-
ment, more convenient in varying cross-section
waveguides? has been chosen far, compared to Eq(7).
Therigid transverse eigenfunctiong, are

Yo (r,S)=+2— 8y, cos( aT

Therefore, by projecting Eq$l) and (2), expressed in
(r,s) coordinates, the following equations are obtainedHor
andU:

r—r

(D5)

, ael.

i—Te

P’ = 'kB:LU h,tHP D6
1 !
U= h(C+KB+F)P— LTI, (D7)

where matrice®, C, K, andF are as given in previous sec-
tions and apendices, but with the widihthe curvaturec of

C, and the wall impedances andz, depending ors. The
matrix IT is given by

(1- 85002, if a=8,
rl—(—=1)%Prl o2
o= V2= 80aN2=b05————— 5
ri—reg a“—p
if a#p

(D8)
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As Egs.(D6) and(D7) cannot be integrated directly, the
impedance matrix is defined, fulfillingP=ZU. Substitut-
ing this relation in Eqs(D6) and (D7) leads to the Riccati

equation
Z'= 'le h,tHZ Zh,H 1hZ
A A e
X(C+KB+F)Z, (D9)

which is numerically workable. Hence, by first calculating
the impedance in the duct, the acoustic field or reflection

matrix can then be obtained.
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Acoustic directivity of rectangular pistons on prolate spheroids
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The directivity of acoustic radiation from a rectangular piston arbitrarily located on a rigid prolate
spheroidal baffle is formulated. The piston is assumed to vibrate with uniform normal velocity and
the solution is expressed in terms of a modal series representation in spheroidal eigenfunctions. The
prolate spheroidal wave functions are obtained using computer programs that have been recently
developed to provide accurate values of the wave functions at high frequencies. Results are
presented in the form of far-field polar directivity patterns for various piston/spheroid acoustic sizes,
piston locations on the spheroid, and spheroidal shape®©I: 10.1121/1.1778840

PACS numbers: 43.20.Rz, 43.30[1A T Pages: 1932-1937

I. INTRODUCTION spheroidal baffle §=&,), immersed in an unbounded fluid
of densityp and sound speetias shown in Fig. 2. Assuming

The directivity of acoustic radiation from sources on ime harmonic &) wave fields, the acoustic field exterior
baffles has been considered in the literature for various baffl . ' .
0 (¢=¢&,) is governed by the Helmholtz equation

geometries such as planes, spheres, and cylifdeasd is
an important consideration in the design of baffled trans-  y2y 4+ k2y =0, 3
ducer arrays. For prolate spheroidal baffles, however, pub- . o ) .

lished results appear to be limited to radiation patterns fronfvhereV< is the Laplacian in prolate spheroidal coordinates,
full spheroids** In a previous work Boisvert and Van Bufen K= /¢, w is the angular frequency, an (¢, 7, ¢) denotes
considered the radiation impedance of rectangular piston§'® Spatial portion of the acoustic velocity potential. The
mounted on a rigid prolate spheroidal baffle. The presenfl€lmholtz equatioris separable in prolate spheroidal coor-
work considers the far-field directivity of acoustic radiation dinates, and solutions are expressible in eigenfunction ex-
from a rectangular piston, vibrating with uniform normal ve- Pansions of spheroidal wave functions,

locity, conformal to a rigid prolate spheroidal baffle. sinmd
wm|:R§;‘R<h.§>SSnﬁ’<h.n>[Cosm ¢,], (4
IIl. MATHEMATICAL FORMULATION
) ) _ where
A prolate spheroidal surface is generated by the rotation )
of an ellipse about its major axis. The prolate spheroidal ~ R%(h,&)=R%)(h,&)—i RE(h,¢), (5)

coordinate systent¢,n,¢) is illustrated in Fig. 1. The rela-

tionship to Cartesian coordinates is given by denotes the prolate spheroidal radial function of the fourth

kind that satisfies the radiation condition for outgoing waves,

. d o 2 2 and h=kd/2 is the size parameter. The definitions for the
x=5[(1=77)(&"~1)]*"cos¢, prolate spheroidal radial functions of the first and second
kind appearing in Eq(5) and the prolate spheroidal angle
function of the first kindSﬁnl,)(h,n) in Eq. (4) are found in
Flammer® Because of the asymmetry of regiGnin Fig. 2,
both sinm¢ and cosn¢ eigenfunctions are required in the
solution, hence,

d d
y=5L(1=7)(&€-1)]"sing, z=57¢, (1)

whered is the interfocal distance of the generating ellipse,
and the ranges of variables are

1$§<oo, —-1=< 7,$l, 0$¢$277 (2) q’(fa’]u‘ﬁ):‘l'l(fa7]:05)""1'2(5177'(75)' (6)

The surface of constanrtis an ellipsoid of revolution about Wwhere
the z axis with a major axis of lengthd and a minor axis of ©
length (£2—1)Y2d. Varying the value for the shape param- (£, 4)= S > A, R@(h,&SE)(h, 7)cosmd,
eter ¢ produces a wide range of shapes for the prolate spher- m=0 =m
oid ranging from a straight line&=1) of lengthd to a (7)
sphere £— ).

Consider a conformal regio§; that is assumed to vi-
brate with normal velocity; on an otherwise rigid prolate

and

Voémd)= 2 2 BuRi(h, &G (h, 7)sinme.

dElectronic mail: boisvertje@npt.nuwc.navy.mil (8
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o

—ih  pcv O RU(h,&)SE(h, )

2 pP(& m @)= o sz,o I:Em €m R (1, €0)N,
51 s X[T8,cosmep+1¢, sinme], (11)
where
i
Pl Toi= | [ &= n212sin mcosmodnas,
£ =const e i Siteve Si
: (12
= = f f (&~ 77" *S(h, m)sinmgd nd ¢,
Q - = A
o all N, is the prolate spheroidal angle function normalization
X o 2 facto®® ande,,=1 whenm=0, ande,,=2 whenm=0.
\’ It is noted that the integrals residing in Ed.2) define
S = | the size, shape, and location of the piston on the spheroidal
N baffle, and that a piston is defined by the special case where
e >— the source on the baffle vibrates with uniform normal veloc-
>\ ity, v;(n,$)=V.
7 | b=const | Upon employing the asymptotic form of the radial func-
tion of the fourth kind
g i(kr=m(1+1)12)
RO (h,¢) —— —— (13
£ kr
FIG. 1. Prolate spheroidal coordinate system. and the relationshipp=cosé into Eq. (11), the far-field
acoustic pressure is given by
As detailed in Ref. 5, the unknown coefficiets, and far _ —ih pcV e_"“f 14
B, are obtained from the boundary condition of normal par- pe(r.0,¢)= 20 (53_1)1/2 kr (60,4), (14)

ticle velocity at the spheroid—fluid interface ) ) ) o
where (,0,¢) are the spherical coordinates. The directivity

(0‘1’1,2 {v'(ﬁ 4 ons o function in Eq.(14) is defined by
— S CY
A d {(h,cosé)
£ 3 0 elsewhere, £(0, )= E E a jl+1
R( /' (h, €N,
where A= (d/2) (£2— ?)*(£2—1) ¥2 denotes the scale
factor in the¢ direction. Since the acoustic pressure is related X [Ty cosme+T5, sinme]. (15
to the velocity potential by Using Eq.(15) the directivity of a piston on a spheroidal
baffle is given by
v
P& md)=—p—=—TopV({n,¢), (10 F(8,6)=1(6,4)/T(60,b0), (16)

where 6y, ¢, specify the direction of maximum response.

the solution for the acoustic pressure may be writtéh as Finally the amplitude of the directional response may be ex-
pressed in decibels by

20logF(6,¢)|dB. (17)

. NUMERICAL COMPUTATION FOR RECTANGULAR
PISTONS

Of special interest in this paper is the case where the
pistons are quasirectangular in shape, conformal to the sur-
face of the spheroid, and relatively small compared to the
spheroid. It is noted that the use of constant valueg ahd
¢ to define the piston sides would result in pistons that be-

- come progressively more wedge-shaped as they approach the
. 5 tip of the spheroid. Following the methodology of Ref. 5, the
center-point location 4., ¢.), width W, heightH, and ori-
FIG. 2. Conformal regior§; vibrating on a rigid prolate spheroidal baffle. entation anglex, of a planar rectangular piston, tangent to
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FIG. 3. Rectangular piston corner-points on the surface of the spheroid with . o .
20> TA> 78> 7L - FIG. 5. Horizontal polar directivity pattern of a square piston located at the

tip of the spheroidal baffle &&H= .

the surface of the spheroid at the poini.(¢.,é=&,) is  called prROFCN that calculates the prolate spheroidal wave
specified. The conformal piston is then defined by the profunctions and their first derivatives.

jection of this rectangular piston onto the spheroidal surface

&=¢,. Using the methods of analytic geometry, the projec-

tion in the — & direction of the(planaj piston onto the sur- IV. RESULTS AND DISCUSSION

face of the spheroid provides tfieonforma) piston corner The equations have been used to determine the directiv-
coordinates and the linggurves corresponding to the pe- jty amplitude of radiation from a rectangular piston confor-
rimeter of the piston, as shown in Fig. 3. Here at each cornema| to a prolate spheroidal baffle as a function of acoustic
the x,y,z value along with the corresponding value 9fis  sjze and piston location for various baffle shage®nga-
designated, wherepy>#n,>ng>7.. Then the integrals tjons). The spheroidal baffle is defined by length, maxi-
over ¢ in Eqg. (12) are evaluated numerically with limits that mym diameterD, and the piston is centered ag{, ¢.) with
are functions ofy as described in Ref. 5. height,H, and width,W. The geometry of the spheroid with
The calculation of acoustic directivity for a conformal the far-field angle® and ¢ is shown in Fig. 4. In all cases
rectangular piston by the use of EG.5) requires values of that follow, the piston is squareH(=W), is centered ath,
the prolate spheroidal wave functio@) and R{Y)'. Re- =0, has an orientation angle af=0, and unless noted oth-
cently developed algorithms for the calculation of the radialerwise, has a relative size given byi/D=0.05). Four
functions of the first kind,and second kindwere employed baffle shapes are chosehnD =1.000 05, 2, 4, and 10, where
along with an improved algorithm for the calculation of the D is held constant and is the same in all cases. Since a
angular functions in a new FORTRAN computer programprolate spheroid approaches a spherké/&— 1, it is noted

340 380 _0 10 5 — sphere
y 330 T TG -- UD=2
R 820 g il TN v== /D=4
310" . 50 —= UD=10
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T 280 . . 80
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i L e 10 dB/div
210 i et 150
200 490 1g0 170 60

FIG. 4. Geometry of far-field radiation from a rectangular piston on a pro-FIG. 6. Horizontal polar directivity pattern of a square piston located at the
late spheroidal baffle. tip of the spheroidal baffle &H=2.
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FIG. 7. Horizontal polar directivity pattern of a square piston located at theFIG. 9. Horizontal polar directivity pattern of a square piston located on the
tip of the spheroidal baffle &H=41. spheroidal baffle such that the maximum response is 3@&Hat 4.

that the results fol,/D=1.00005 may be regarded with dimensionless frequency &H=4, 145 values o and a

negligible error as the directivity of a piston on a spherical'ﬁn""xirnum of 350 values dfare required for a piston of size
baffle. H/D =0.05 located at the equator, and 17 valuesnadnd a

With regard to the determination of convergence of themaximum of 360 values dfare required for the same piston

sums appearing in Eq15), for a given value ofm, the located at the tip. For the lower dimensionless frequency of
summation ovet is calculated beginning with=m, untii  KH=7, the required values ofn,1) are (9,103 for_the pIs-

the relative contribution to this sum is less than 40This 0N atthe tip. Fora sphermdal_baffle definedlbp =2, and
result is then added to the running cumulative sum awer dimensionless frequency &H =4, the required values of

The procedure is repeated for successive valuem aintil  (M:!) are (145, 211 for the piston at the equator, a7,

the relative contribution for a given value of is less than 219 fpr the same_piston at the tip. ) L
1078 Figures 5-7 illustrate the horizontal directivitk-{z

The number of andm values required for convergence plane as a function of baffle shape for the piston located at

of the sums appearing in E(L5) increases with the acoustic the tip (7,=1) of the spheroidal baffle, for dimensionless

size of the spheroid, and also depends on the baffle shafgduencieskH=m2m 4w, respectively. It is noted that as
L/D and the piston sizBl/D. In general, for a fixed spheroid the spheroid becomes more elongated, the results differ from

size, smaller pistons require higher values of hottand|, ~ those of the spherelL (D =1.00005), however, the results

Additionally the number ofn values depends on the location T the short spheroidL(/D =2) are nearly identical to those

of the piston on the spheroid. Higher valuesmfare re- ©f the sphere at the frequencies given. Belol# =, the

quired as the piston location approaches the equator. As 6therns become more omni-directional and exhibit less de-

example, for a spheroidal baffle defined b{D=4, and a pendence on baffle shape.
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FIG. 8. Horizontal polar directivity pattern of a square piston located on theFIG. 10. Vertical polar directivity pattern of a square piston located on the
spheroidal baffle such that the maximum response is 1kHat 4.

spheroidal baffle such that the maximum response is 3&Hat 4.
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FIG. 11. Horizontal polar directivity pattern of a square piston located onFIG. 13. Horizontal polar directivity pattern of a square piston located at the
the spheroidal baffle such that the maximum response is 6RMat4 . equator of the spheroidal baffle kti= .

To examine the behavior of a piston located away from
the tip of the spheroid, Fig. 8 shows the case where thi
maximum response of the piston occurs at 15° on eac
baffle, forkH=4. It is noted that the piston has a different
value of 7. for each baffle shape, that is, thg location for
each baffle was chosen such that the maximum response ¢ 300,
curs at 15° in each case. Aside from the sphereose pat- 290;,“
tern is simply rotated 15° from the case at the,tipis seen :
the elongated baffleL{D=2,4,10) patterns become more  :
asymmetrical as baffle elongation increases. Figure 9 give?"®:
the case where the maximum response of the piston occurs 260:
30°, forkH=41. Figure 10 shows the corresponding verti-
cal pattern x—y plane. Figures 11 and 12 show the hori-
zontal and vertical patterns, respectively, for a piston maxi-
mum response of 60°. The figures presented show that as tl
piston is placed farther away from the tip of the baffle, the
effect of baffle elongatiorirelative to a spherical baffledi-
minishes. Now to examine the behavior of a piston located at
the equator .=0) of the spheroid, Figs. 13 and 14 show FIG. 14. Horizontal polar directivity pattern of a square piston located at the
the horizontal directivity X—z plane, and Figs. 15 and 16 ©duator of the spheroidal baffle laki=4.
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FIG. 12. Vertical polar directivity pattern of a square piston located on theFIG. 15. Vertical polar directivity pattern of a square piston located at the
spheroidal baffle such that the maximum response is 6@Hat 4. equator of the spheroidal baffle lat= 7.

1936 J. Acoust. Soc. Am., Vol. 116, No. 4, Pt. 1, October 2004 J. E. Boisvert and A. L. Van Buren: Directivity of pistons on prolate spheroids



350 0 10 — cylinder 30 0 10 — H/D=05
340 - i & 20 == LD=2 340 <. .2,0 - = H/D=.1
N ‘= L/D=4 i +mi= H/D=2
— L/D=10 ' —— H/D=.4
300 .60
290 570
280;. ;80 280;. 1 W\ ey Y
270%“ 2705 .......
260 i 100 2605 N Ve NN AR A, e
250" 110
240" . 120 .
i e 10 dB/div L 10 dB/div
S b 210 G 150
200 160 SR
190 180 170 200 494 180 170 160

FIG. 16. Vertical pola_r directivity pattern of a square piston located at theFIG. 17. Horizontal polar directivity pattern of square pistons of varying
equator of the spheroidal baffle laH =4 size located at the tip of an/D=4 spheroidal baffle atH=4.

show the vertical directivityX—y plane for kH= and 4,  fqnd that for a piston located at the equator of the spheroid,
respectively, for baffle shapdsD=2,4,10, along with re- he girectivity approaches that of a piston on a cylindrical
sults for the piston on a circular cylinder with the same di-paffie, and for the case of the piston located at the tip of the
ameter. Figures 13 and 14 show that as the baffle elongatiagheroid, the results approach those of a spherical baffle only
increases the horizontal directivity approaches that of a pisg,, relatively short spheroids L{D<2). Although not

to_n on a cylindrical baffle. Since the baffles under consider—s_hown, the directivity of an array of pistons conformal to a
ation have the same diameter at the equator, the curvature igq|ate spheroidal baffle is readily obtainable by superposi-
the same, and hence, Figs. 15 and 16 show that the directiys of the individual single element responses. It is noted
ity in the vertical plane is virtually indistinguishable from the {hat the acoustic directivity for pistons of other shapes on
case of a piston on a cylindrical baffle of the same diameterprome spheroids is obtainable by the evaluation of E8)

~ Finally to illustrate the effect of larger piston size rela- it jimits of integration appropriate for the piston shape of
tive to a given baffle, Fig. 17 shows the horizontal directivity jnterest.

for various piston sizes all located at the tip of a spheroidal

baffle deflned by./D=4. Herg each piston h.as a conformal ACKNOWLEDGMENTS
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Adhesion and nonlinear scattering by rough surfaces in contact:
Beyond the phenomenology of the Preisach—Mayergoyz
framework
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Phenomenological models reproducing the elasticity and acoustic properties of geomaterials and
materials with damage have been successfully developed. These models yield macroscopic stress—
strain constitutive equations featuring hysteresis with end-point memory, and predict the efficient
generation of higher harmonics accompanying the propagation of monochromatic waves. The
assumption common to these models is that the material’'s microstructure is characterized by
nonlinear compliant components of an unspecified nature which can exist in two states: “open” or
“closed.” The density of the compliant units is defined on a mathematical contiritherPreisach—
Mayergoyz spagewhose elements identify the dynamic behavior of the components. In this work,
adhesion is shown to introduce hysteresis with end-point memory in the macroscopic behavior of an
interface between two rough surfaces in contact, and, upon scattering, to generate higher harmonics
bearing a striking similarity to those observed in wave propagation phenomena in media with
distributed damage and in geomaterials. It appears, therefore, that two rough surfaces interacting via
adhesion forces offer a meaningful example of macroscopic interface or bond with dynamics
resembling that of the fictitious elements of the Preisach—Mayergoyz space, and acoustic nonlinear
properties similar to those of rocks and damaged materials20@4 Acoustical Society of America.

[DOI: 10.1121/1.1785616

PACS numbers: 43.25.Ba, 43.25.Dc, 43.24NlrH] Pages: 1938-1947

I. INTRODUCTION tative sensé-*All these models assume the behavior of the
physical system to be determined by a distribution of com-
Pliant units of an unspecified nature, which are allowed to
&ist in one of only two available states: “up” or “down,” or

The elasticity of geomaterials and materials with dam-
age at the scale of their microstructure has been extensive
investigated for |t§ pecgha(noncl@sm@l fgatur(?s, which “open” or “closed.” The density of these units is defined on
cannot be reconciled with thelassical nonlinearity of the . . .

. : o . . a mathematical continuum known as the Preisach—
potential governing the material interaction at the atomic o . .
level1? In particular, the hysteresis with end-point memory Mayergoyz(P-M) spac : Each dmenspn of a P-M space
displayed by the stress—strain relationship of these materia&orre_sponds.to a physg:al C!“a”“ty Wh'c_h controls the dY'
has been shown to be accompanied by a variety of acoustjiamic behavior qf a ba_5|c unlt_. The_ coordinates of each_ point
phenomena which, too, seem to be specific to this state & @ P-M space, in particular, identify the values of the inde-
solid matter. Such phenomena include the unusually largB€ndent quantities at which the transitions between the two
amplitude of the higher harmonics—especially the odd@vailable states occur. Implicit in the model is also the as-
harmonics—generated by a propagating wiléhe depen- sumption that the direction of the transition is determined by
dence Of the th|rd harmonic on the second power Of the amthe history Of the unit. Th|S feature Of the mOdels |eadS to
plitude of the fundamental excitatiGrand the dependence of constitutive equations of the macroscopic state of the system,
the resonant frequency shift on the amplitude of the acoustighich display hysteresis with end-point memory. Within the
strain field® Slow dynamics following conditioning of the context of the phenomenology considered in this work, the
material via dynamic loading or by stresses of thermal originndependent parameter is usually the applied stress, and the
is also often observed in samples displaying the aboveeonstitutive equations link the macroscopic stress and strain
mentioned nonclassical nonlinearftydowever, whether the fields in the material. For this reason, a compliant element
origin of slow dynamics resides in the hysteretic, nonlineawhose dynamics is defined by a point of a P-M space is often
stress—strain constitutive relation of the material or resultseferred to asysteretic elastic unitHEU). Note that a HEU
from the diffusion of heat generated by the interaction of theis a purely mathematical entity having priori arbitrary
conditioning force with the material imperfection is still a physical and geometrical dimensions. Hence, the custom of
matter of debaté? attributing a “mesoscopic” scale to a HEU is misleading to

In support of the laboratory efforts, a few phenomeno-some extent, and it is motivated only by the need to over-
logical models have been developed, which successfully resome a serious deficiency of the model's phenomenological
produce the main experimental findings, at least in a qualinatyre: it can describe a phenomenon, but it cannot provide a
causal explanation of it. In other words, the descriptive
dElectronic mail: pecorari@kth.se power of these models notwithstanding, their phenomeno-
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logical nature prevents the model from shedding light on the In the following, therefore, a micromechanical model
physical origin of the phenomena of interest. Therefore, aleveloped by Greenwood and JohrfSofGJ model to de-
different approach must by adopted if any progress towardscribe the contact between two spherical bodies interacting
understanding the physical origin of the nonclassical nonlinvia both elastic forces and forces of adhesion is presented
ear elastic behavior of geomaterials and materials with danfirst. Next, the micromechanics of interacting asperities pre-
age is to be made. dicted by the GJ model is incorporated into the framework

According to the received knowledge, microcracks anddeveloped by Greenwood and William£bto derive the me-
soft boundaries between adjacent mesoscopic material conhanics of two nominally flat, nonconforming rough surfaces
stituents(graing are the loci where the mechani@nre-  in contact. The case of an interface subjected to a cyclic load
sponsible for the dynamic phenomena of interest here act$s examined in detail. Adhesion between the surfaces in con-
The earlier work in which the P-M space framework wastact is shown to lead to hysteresis with end-point memory in
developed has borrowed its major ideas and terminologythe relationship between the applied stress and the relative
from Holcomb?!® who introduced the concept of reversible approach of the two surfaces. The results of this section are
Griffith crack to explain the dilatancy of rocks under com- then used to formulate effective boundary conditions to be
pressive differential stresses. A reversible Griffith crack isenforced on the acoustic field of a longitudinal wave at nor-
one which extends its length when the local tensile stresgal incidence. This boundary value problem is finally solved
exceeds a limit valueg,, and, upon reversing the load, re- by means of a classical perturbation approach in which two
turns to its original configuration when the applied stresssmall parameters measuring the nonlinearity of the interface
decreases below a second threshold valtes o,. An es-  are used as perturbation parameters. The amplitude of higher
sential and strong assumption for a crack to be reversible igarmonics is shown to display features distinguishing the
the occurrence of healing during unloading, which can occuppectra of waves propagating in geomaterials and materials
only if the faces of the crack conform to each other at thewith damage from those of waves supported by classical
atomic level. Dilatancy appears at stresses of the order dfonlinear materials. Other mechanisms have been recently
100 MPa® Strain fields of the order of I¢f in materials ~examined which lead to the appearance of hysteresis with
with Young’s modulus lower than 100 GPa are accompanie@nd-point memory in the dynamics of a solid—solid interface.
by stresses lower than 10 MPa. This value is at least onéhis is the case of asperities in contact subjected to a tan-
order of magnitude below the stress threshold required for gential alternating forcé! However, the magnitude and the
rock to start dilating. That the reversible Griffith crack may dependence on the normal interfacial stiffness of the higher
provide an unlikely physical model for a HEU is supported harmonics generated by such a mechanism can hardly be
also by recent experimental restftsvhich establish the on- compared with those presented here and observed in geoma-
set of nonclassical nonlinear acoustic phenomena in rocks &¢fials and materials with damage. In conclusion, this inves-
strain values of the order of 16. The natural conclusion, tigation identifies adhesion between contacts as a physical
therefore, is that the reversible Griffith cracks cannot be usef’€chanism involving interfacial components with mesoscale
as a physical model behind the nonlinear dynamics of rOckgmens'lons, which leads to macroscopic nonlinear acoustic
and, thus, while the validity of the P-M model as a frame-Properties that are characteristic of systems described by the
work to describe these phenomena is not questionable, tH¥1€nomenological models based on the P-M space. A series
identification of the physical nature of an HEU still remains ©f critical remarks on the present work concludes this com-
an open issue. munication.

This work examines the nonlinear dynamics and acous-
tic properties of imperfect interfaces in greater depth by eXy; MICROMECHANICS OF ROUGH SURFACES IN
tending a previous investigatibhon the nonlinear interac- CONTACT
tion between acoustic waves and imperfect interfaces to .
include the effects of adhesion forces on the dynamics of é Single contact
boundary between rough surfaces in contact. Other authors The interaction between two spheres, or a sphere and a
have argued that adhesion can explain some acoustic phigat surface, involving both elastic and adhesive forces is
nomena in rocks, such as the frequency independence of tleentrolled by a single parameter, known as the Tabor pa-
attenuation of seismic wavé$.To this end, however, the rameter. In this work, the definition g given by Green-
effect of adhesion on the dynamics of single contacts bewood and Johnsdfis adoptedu = oo(R/(E'?A )" (Ref.
tween spherical bodies, rather than that on the dynamics &2). The symbolo, is the maximum adhesive stress acting
interfaces or extended bonds, was examined. In this contexdn the contactR is the composite radius of curvature, which
Burnham and Kulik’s concluding remark to their review of is defined byR=(R;*+R, )%, whereR, andR, are the
adhesion and other surface forces provides a needed warningdii of curvature of the two sphereg§’ is the reduced
against easy extrapolations: “Of course, the gap betweeNoung modulus of the contactE’=((1—»2)/E;+ (1
laboratory experiments that study one single contact and the vg)/Ez)*l; andAvy is the surface energy. The symbéls
real world where thousands or million of asperities are in-andv;, with i=1, 2, are the Young and the Poisson moduli
volved remains enormous? In addition, the model consid- of the two materials, respectively. In the GJ model, the inter-
ered by Sharma and Tuturiéudoes not include the Tabor action between the two bodies in contact is described by
parameter, which is fundamental to a general description o$uperimposing two Hertzian stress distributions of opposite
the adhesion between asperities. sign. The compressive Hertzian stress, as in the original
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TABLE I. Physical and geometrical parameters defining the contact. 2 0.079
#=0.

Iz R (um) Ay (mIm? ¢ (nm) Fc(107°N)

0.079 1 40. 0.37 0.25

Normalized Force

model by Hertz, acts over a circular area of radausThe

tensile stress, which simulates the effect of adhesion, acts >
also over a surrounding circular annulus with external radius

c>a. The Hertzian character of the two distributions allows

their superposition to yield a uniform displacement of the

points in contact over the arga<a. Therefore, like in the

original theory by Hertz, the force applied to the centers of Normalized Relative Approach &*

the spheresi- = F(5|,u),23 can be related to the relative ap- FIG. 1. Plot of the normalized force-displacement relationship for a contact
proach of such points§. However, no simple direct math- between Perspex and steel spheres characterized by the parameters of Table
ematical relationship exists between the two quantities! according to the Greenwood and Johnson model. The arrows indicate the
Rather, four equations are given to lidkand F, which in- path followed by the force as a relative approach varies.

volve four additional model parametews: c, u, andk (see

the Appendiy. The latter parameter, which controls the in- & finite approach, is established by the balance between the
tensity of the tensile stress, is introduced in the model tpttractive adhesive force and the elastic reaction to it. The

obtain a uniform displacement distribution of points for @pplication of an additional external compressive force in-
whichr<a. creases the relative approach as in the Hertzian case. Upon
By varying the Tabor parameter between 0 andthe  unloading, the force—approach relationship retraces the load-
whole spectrum of cases ranging from that of two rigiding curve in the opposite direction. AT"=0, however, the
spheres in contadthe Bradley modet* x=0) to that con- area of the contact as well as its stiffness are still finite.
templated by Johnson, Kendall, and Rotfértéhe JKR  Therefore, in order for a complete detachment to occur, the
model, u—) can be covered. The latter properly describesaPplied tensile force must be further increased and the con-

thorough discussion and rigorous analysis of the interactioR@ving infinite compliance, such as an acoustic wave inci-
of two spheres the reader is referred to the work ofdenton the interface, then the contact breaks when its stiff-

Greenwood® ness becomes null, that is to say, when the tangent to the

Fuller and Tabd¥ described the adhesion between Curve in Fig. 1 is parallel to thé* axis. At this point,&*
nominally flat, rough surfaces of Perspex and rubber by=& andF*(4|u)=F. This situation closely resembles that
implementing the JKR model into the Greenwood and Will-occurring during a wave scattering event in which an inter-
iamson frameworK that will be discussed later. Their results face is partially closed by an instrument controlling the load,
on a Perspex-rubber interface are used here to set an arigind the contacts are formed and broken by the stress carried
trarily large reference value of, i.e., u=100, from which by the wave field.
that of other material interfaces can be derived under the
additional assumption that the maximum adhesive sttess, B. Rough surfaces in contact

remain;s constant. In particular, a value as sma}dLaso.07.9 Greenwood and Williamsdhdeveloped a framework to

is obtained for Cont?CtS beatween_ Persb[:|>ex anr:j_ steel W'thhre_la'valuate the mechanical properties of an interface formed by
evant parameter values shown in Table l', This approac ' 13 rough surface in contact with a flat rigid one. This approach
motivated by the lack of sufficient information on the physi- is yajig under the assumption that the contacts are indepen-

cal parameters characterizing the micromechanics of contac, .« of each other. Here, Brown and Schdfixtension of
considered in this work, that is to say, contacts Wit 1. yhoir resylt to the case of two rough surfaces in contact is
Figure 1 illustrates the dependence of the normall_zed forcehsed. Following Brown and Scholz, the original problem is
F* (6" |u)=F(&*|n)/Fc, on the normalized rzelanve aP- transformed into that of an auxiliary surfatihe composite
proacg,5*=§/f/c3, whereF .= (27RAy), 5.=(B/R), and g taca pressed against an infinitely rigid flégee Fig. 2
B=(R°AyIE")™, for ©=0.079. With_this normalization, e yelationship between the applied pressieand the
the maximum normalized tensile forde, varies from 1 for  q5tive approachd, between the mean planes of the rough
w=0 to F=0.75 for u—<. In particular, foru=0.079,F  syrfaces in contact can be written as follows:
=0.981, that is to say, it differs from the value typical of a
rigid contact by about 2%. P(A):NJZO'“l‘ﬁl F(z—Zg+ ANy \ss..)

According to the GJ model, there is no long-range inter- Zo—A,aq.8
action. Thus, during approach, the first contact between the
spheres is established whéh=0. At that point, an attractive X@(Zo=2) (A1) p(h2) --d zdhydhy - (D)
force draws the two bodies together, and a new equilibriumn Eq. (1), ¢(-) is the probability density function of the
configuration characterized by a finite contact area, and, thupeaks of the auxiliary, composite surface. The latter is de-
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*

A* Ry

P(A*)=27TNA)/I R

0Rg
XF*(A* =t*[p) o(t*) p(R)dt* dR. ()

Fuller and Tabd” developed a similar model in which the

force law of the JKR model was used. In their work, they
¢ implicitly assumed that all the contacts have the same com-
posite radius of curvatur®. Although this is a rather drastic
approximation, the effects of which will be discussed later, it
~ ) will be adopted even in this work for the sake of simplicity.

U YV v \/\/ N/ Therefore, settings(-)=4(-) in Eq. (3) yields
Zz

P(A*)ZZWNRA“VLMF*M*—t*m)so(t*)dt*. @

FIG. 2. Coordinate systems for the profile of the composite surface and for
the probability density function of its asperities. The inset explains the relaf=ollowing Baltazaret al.,>” the probability densityp(t*) is

tion between the coordinate of the flat rigid surface pressed against théhosen to be a chi-squared probability density function
composite one, the deformation of a given asperity, and the coordinates of

the profile. \/E —n/2 (t* )(n—2)/2 \ﬁt*
o(t ):( EE) T(n/2) em(‘ Ef)' ®

fined by an appropriate algebraic combination of the profileg,, Eq. (5), the parameten, which is known as theumber of

of the two rough surfaces of interest, which maps the indiyeqrees of freedornf the probability density, is an integer
vidual contacts between the asperities of the two Surface&reater or equal to 2, whilg = o/ 5, is the normalized rms
’ c

into the peaks of the composite oft€: Thus, ¢(Zo  roughness of the composite profile. The latter, neglecting the
—2)dz, which gives the number of peaks with height be- . alization factor, is related to those of the two surfaces
tweenz and z+dz above the mean plane of the compo_sneby 02=cr§+o§. Forn=2, ¢(t*) is an exponential function,
surface, represents also the number of contacts formed in thig s for n— o it approaches a Gaussian distribution func-
interval. Z, is the maximum height of the asperities of the ’

composite surface, and, thus(Z,—2) =0 forz>Z,. In Eq. Having brought the two surfaces to a maximum normal-
(1), Nis the number of contacts per unit area, &d) isthe ;04 anproachv* . at the end of loading phase of the first
force law between asperities, which depends on their relatlvgyde the relationship between the applied presseyend
approach$= z= Z,+A, as well as on additional contact pa- the normalized relative approach’, during unloading is
rameters,\;, i=1,2,.... The values of the latter for each . on by

contact are generally unknown, and, thus, are to be consicg—

ered stochastic variables with probability density functions *)— IA D Ak ek 3 Ak
&(-), n(+),..., respectively. The integration overs carried P(a%)=2mNRAy 0 FHAT =t p) p(t)dt,
out between the actual position of the flat surface with re- (6)
spect to the mean plane of the composite surfage; A, Ak Ak ¥ A% s P
and the initial position of the same surface B+0, Z,. The where D=Ama— A%, If 0<Apg—A"<6, and D=0, if

5 Ax . . ) o i
integrals over the other stochastic variables are also evaltéma_x A. >4. The inclusion ofD in the upper limit of inte
ated over appropriate ranges of values. gration is to account for the stretching of the peaks that had

Introducing the force law of the GJ model in €d), the been formed last during the preceding loading phase of the

latter becomes cycle. o o T .
The main interest of this investigation is in the dynamic

behavior of the interface when it is subjected to a cyclic

|.,30

*

P(A*)zZerfA FUSYIRA YR (A% —t*| ) @ (t*) loading. Thus, ifA%. is the relative approach at the end of
ORo.A70 the unloading phase of the cycle, the pressure—approach re-
X $(R)p(Ay)dt* dRA A y). 2) lationship during all the following loading phases is given by
A*+D
In Eq. (2), the new nondimensional variable" =(Z, P(A*)ZZTFNRAYI F*(A* —t*| ) (t*)dt*,
—2)/ 6. has been introduced, and, i=1, 2, have been 0

identified withR and Ay, respectively. Consistently, the non- _ _ 0
dimensional approach i§* =A/ &, . For the sake of concise- whereD=5—A*+Ap,, if 0<A* =A%, <6, andD=0, if
ness, the Tabor parameter has replaReghd Ay in the ex-  A* —Ax, >§. The upper limit of integration accounts for the
pression of the force law. The distribution of the valuefRof effect of contacts that are under tension at the end of the
has been assumed to be independent of the asperity lzeightunloading cycle, and are now progressively set under in-
and the surface energyy, which depends only on the nature creasing compression again during the current compressive
of the materials, has been taken to be the same for all thghase of the cycle.

contacts. Thusy(-)=4(-), where &(-) is the delta of Dirac, Let the interface be subjected to a static Idagupon

and Eq.(2) becomes which an oscillating componen P, is superimposed. Fig-
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FIG. 3. An example of the hysteresis loop displayed by the normalized™!G. 4. Dependence of the normal interfacial stiffness on the interface rela-
pressure-relative approach relationship of an interface between two roughve approach. The normalization constankis=Np./4;, whereN is the
surfaces in contact when subjected to a cyclic load. The interface separat§mber of contacts per unit area. The points A and B indicate the path along

two half-spaces of Perspex and steel, and the parameters characterizing #Bich the system evolves when the maximum variation of the interface
contacts are given in Table I. opening displacement is smaller thA/2, while E designates the configu-

ration determined by the static load. The interface is that of the previous
figure.

ure 3 illustrates an example of such a pressure—approach
relationship for an interface between Perspex and steel. THéve phase. After such an event, it varies continuously along
Young modulus of the Perspex s =2.85GPa, and that of the upper side of the path corresponding to the unloading
steel isE, =192 GPa, while the values of the Poisson modu-cycle. In other words, the interface dynamic stiffness is that
lus are »;=0.4 and v,=0.28, respectively. The value of Which the interface displays at the beginning of a full un-
Ay=40 mJ/nf for the surface energy change is u$édhile loading cycle. In Fig. 4, the initial part of the unloading cycle
that of the peak densitw, of the Composite surface is ob- is marked by the letters A and B. Thus, for small variations
tained by employing the approximatid=0.1Rc, which ~ ©of the instantaneous relative approach from its value at equi-
was found experimentally by Fuller and TaBbin addition,  librium, the dynamic stiffness displayed by the interface dur-
the rms roughness of the composite surface is\/o?+ o ing the following cycles is Iar_ger than the.quasi-static .stiff.-
=30nm, whereo; and o, are the rms roughnesses of the nessKy o, and can be approximated by a linear expansion in
two surfaces. A number of degrees of freeddnequal to 041 Ky=Ky+K;6A. The constant ternK, can still be
10 completes the characterization of the probability distribu-evaluated as the first derivative of the pressure with respect
tion density of the composite asperities. The parameter vato the relative approach, as in the case Kf,, Ko
ues characterizing the individual contacts are those reported (?P/dA) . However, care must be taken to perform this
in Table 1. In Fig. 3, the pressur®, is normalized byP, derivative during the unloading part of the cycle. Similarly,
=27NRAy: P*=P/P,. The amplitude of the oscillation in  Ky=(5°P/9A%), .
physical units is equal to 1 nm. For variations of the instantaneous relative approach
For the purpose of the present investigation, the moshaving amplitudesA such thatSA=A/2, at each turning
important feature displayed by Fig. 3 is the hysteresis withhoint in a cycle and at a distance equalAdrom them, the
end-point memory displayed by the plot of the normalizedstiffness undergoes sudden discontinuous variations during
pressurepP*, versus the normalized relative approadfi,  al| cycles following the first one. The positive jump at the
Such hysteretic behavior is caused by the forces of adhesioBeginning of the unloading phase is due to the stiffening
This fact can be better understood by the analysis of theeaction accompanying the stretching of the contacts last
interfacial stiffnessKy, as a function of the relative ap- formed during the previous loading phase; that at the oppo-
proach(Fig. 4). In a quasi-static experiment the stiffness, site end of the cycle is determined by the onset of the re-
Ky, which in Fig. 4 is normalized with respect t§'  moval of the contacts under tension. The negative jump dur-
=F¢/é., is evaluated mathematically by the first derivative ing unloading occurs when the first rupture of contacts takes
of the static pressure with respect to the relative approactplace, while that during the loading cycle is determined by
Kno=(dP/dA), at A=Aq, whereA is the value of the the completion of the removal of all the contacts under ten-
approach at equilibriunfmarked by the point “E”in Fig. 4. sion. In conclusion, during dynamic loading, the interface
In Fig. 4, the behavior oKy as the interface reaches its stiffness can be approximated by the following expression:
equilibrium during the quasi-static loading is illustrated by (A=A + 5A)
the dotted line. When probed dynamically at the position ofKN ©
its current equilibrium by a periodic perturbation that pro- dA —
duces a variation of the normalized approach not exceeding =Kot K164~ KéH(sgr‘( - W) ) H(Amax—A—A)
the normalized distanca/2= 5.6/2, the stiffness of the in- A
terface undergoes a discontinuous positive variation after " -
reaching its maximum value at the end of the first compres- _KZH(Sgr(W) ) H(A = Amin=4), ®
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in which, in addition to the linear expansion already consid-ducing the following nondimensional variableg=k" z,
ered, two products of step functions have been introduced. lwherek™ is the longitudinal wave number in the negative
the first product, the first step function is nonzero only duringhalf-space, and= wt, wherew is the angular frequency of
the unloading phase of a cycle, while in the second one, ththe incident wave, the boundary conditions for this problem
first step function is nonzero during the loading phase. The&an be cast in the following form:
second step functions in each product describe the negative N
3

jumps of the stiffness occurring during a cycle. The coeffi-) - (A*+2 +)_
cients K, and K5 measure the stiffness variations taking
place during the jumps.

The behavior of the stiffness just discussed is another =K A&é—K A A&2—K,
manifestation of the hysteresis with end-point memory af-
fecting the pressure—approach relationship, and demonstrates —
the similarity between the dynamics of this type of interface XH(AE+ Apax—A)+ 6H
and that of a fictitious HEU. Both can exist in two dynamic
states, and the transitions between the latter are determined

()
o2

by threshold values of the independent variable, and by the XH(Afmax_A_Ag)}Ag' (12
history of the state. In addition, contacts between asperities

are unquestionably material features with typical mesoscoplc ET Nz

dimensions. (\"+2 +)__()‘ +t2u )_ (13

In Eq. (12, A has been redefined as=A/A;,, and 6
=K3/K5. The solutions are sought in the form of a pertur-
In this section, the effective boundary conditions neededation series in two small parametess, ande,:

to describe the scattering of a longitudinal wave by an inter- N . :

face such as those described above are formulated. The ¢ (77 =z{exi(r=n]-Rexi(r+7)]
propagation direction of the incident wave is assumed to be —e,U;(7,7)—e,Uy(n,7)+---+C.C},
normal to the interface, and the boundary value problem is

I1l. WAVE REFLECTION AND TRANSMISSION

solved by means of a standard perturbation approach. (14)
From Eq.(8), the behavior of the normal stiffness of the (1= YTexdi(r—kn)]+e,Va(n,7)

interface as a function of the interface opening displacement

(I0D) oscillation,Au is approximated by the following func- +e,Va(n,7)+---+C.C}, (15

tion: in which R and T are the linear reflection and transmission

, JdAu coefficients of the incident waveg;=K A ,/Kq, &5

Kn(Au) =Ko~ KiAu—KzH ( Sg’(?) ) =K,/Kg, k=(C_/C[")?, where theC_s are the longitudinal

A phase velocities in the two half-spaces, and C.C. represents
~ Jau the complex conjugate.
XH(AUT AlmaA) = KzH(sgr( B 7)) In the series expansions of Eq44) and (15), the two
— perturbation parametees ande, are treated as independent

XH(AUma—A—Au), ©) of each other regardless of the fact that the physics of the
where SA=—Au, Aupn=A,—AUn. and the symbol interface is unique. Regardless of the nature of the connec-
Aup,.x denotes the amplitude of the IOD’s oscillatiohy.  tion between the two parameters, such an approach is justi-

Therefore, the first boundary condition to be enforced at thdied in view of the additivity of the nonlinear corrections to
interface is the interfacial stiffness determined by them. In fact, account-

N ing for the relationship betweesy ande, leads to a system
o307, 1) =Ky(Au)Au, (10 of boundary conditions for the first-order displacement fields
where Ky=Ky(Au) is given by Eq.(9), Au(t)=u(0",t) in which the “driving force” is the linear superposition of
—u(07,t), andu(0*,t) andu(0,t) are the total displace- the contributions due to hysteresis and to the term which is
ment fields on the positive and negative sides of the interquadratic in the IOD. Therefore, the first-order correction of
face, respectively. The second boundary condition requirethe displacement fields can be decomposed into two compo-
the normal stress to be continuous across the interface, nents, each of which is separately determined by the corre-
. _ sponding nonlinear term of the interfacial stiffness. In con-
73407, 1) =030, 1). (12) clusion, for the purpose of finding the first-order correction
The incident wave is assumed to propagate in the half-spade the displacement fields;; and e, can be regarded as
z<0. The Larﬁeconstants of the negative half-space mre  independent of each other.
and u~, while A" and u* are those of the positive half- Figure 5 illustrates an example of the dependence of the
space. IfA;, is the amplitude of the incident wave, the total two nonlinear parameters, ande, and ofe;= e, on the
fields in the negative and positive half-spaces can be writtenormalized stiffnessKy/(Z~ w), where Z"=p~C_, the
in terms of two new nondimensional functions (z,t) product of the mass density of the medium and the phase
=Ai,¢ (z,1), andu™(z,t) =A€7 (z,1), respectively. Intro-  velocity of the propagating wave, is the acoustic impedance
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Normalized Stiffness
_ _ _ ) In Eq. (20), the arguments of the step functions have been
FIG. 5. Nonlinear perturbatlon parameters versus normalized st_lffness. A'épproximated by using the solutions of the zeroth-order sys-
three parameters diverge as the interface opens. Those controlling the non* L. . .
linearity due to adhesion suddenly go to zero arokigdZ~ =8, when the tem, which is a reasonable approximation as Iong as the non-
maximum variation of the interface opening displacement becomes smalldinearity of the interface is small. The solutions of the zeroth-

thanA/2. The amplitude of the incident wave Ag,=2 nm. order system are

iwZ™ —Ko(1—2Z71Z%) zZ
of Perspex, andv is the angular frequency of the incident R=——— — - andT=—R, (22
wave. The amplitude of the latter is assumed to Ag lwZ™+Ko(1+271Z27) z
=2nm. These data are evaluated for an interface betweeghere Z*=(pC )™ are the longitudinal acoustic imped-
Perspex and steel with composite roughness\/aler 022 ances of the positive and negative half-spaces, respectively.
=30nm, wherer; ando, are the rms roughness of the two The symbolp represent the mass density of the medium. The
surfaces, and by a probability distribution density with asolutionsV, andU, of the first first-order system are found
number of degrees of freedoM=10. All three parameters by employingR andT to evaluate the terms on the right-hand
are shown to diverge as the interface opens. In additgn, side of Eq.(20) which contain them. Such terms are further
and g,= e, go suddenly to zero in the neighborhood of expanded in a Fourier series, so that ) can be recast as
Ko/Z~ w=8, where, in this particular case, the amplitude offollows:
the IOD variation becomes smaller than

Introducing Eqgs(14) and (15) in the boundary condi- k*()\++2,u+)a_v2+c_c_
tions, and separating the terms according to their dependence an
on the perturbation parametees and ,, the following A
boundary conditions for the zeroth- and first-order solutions =Kgi Vo+U,+C.C+ Co+2 c,e""+C.C.}. (23
are obtained: "
zeroth-order system: This equation, together with E¢1), is solved by expanding
V, andU, in Fourier series,
K-(N"+2u™)(—ikT)=Ko(T—1+R), (16)
Ua(n,1)=2 A" ™7 and Vy(7,m)=2> B,
N +2u ) kT=(\"+2u7)(1+R): (17) ) "

and by introducing such representations of the unknown so-
lutions in the boundary conditions. Simple algebra leads to

first-order system irz:
Y ! the following expressions for the coefficients of the series:

_ Vq KoC -
k(A" +2p%) ——+C.C. Ap=m —————> 0 and B,=—
U inwZ +Ko(1+27/Z") z+

A,.
(24)

By using the harmonic balance methods, the solutions of the
boundary value problem of Eqél8) and (19) are found to

1
=Ko V;+U;+C.C— E(T— 1+R)?

xexfi27]—|T—1+R[2+C.C. (18) comprise terms that are constants and others that contain the
’ second harmonic component. The amplitudes of the first
ones are
(N +2u")—+C.C=—(\"+2u" )——C.C.,, (19 IT-1+R] z
d d =———— andV;=——Uqg, (25
Y 7 1,0 14777+ 1,0 7+ 1,0
first order system irz,: while those of the second harmonic components are
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FIG. 6. Normalized spectrum of nonlinear waves that are scattered forwarEIG' 6 Normalizgd ammede of _the second af‘d third harm_onic waves
and backward by the interface considered in Figs. 3 and 4, and which jyersus the nor.mahzed interfacial stiffness for the interface considered in the
characterized by a normalized linear component of the interface stiffnesBrevious two figures.
Ko/Z w=1.29.
maximum value neaK,/Z~ w=1. However, for very small
values ofK,, the parameters, ande, exceed the value of
Ko (T-1+R)? Z 0.3, rendering the approximation no longer accurate. The nu-
L=y i20Z +Ko(1+27/Z%) and V1]2—2—+U1,2. merical estimates of the second and third harmonic ampli-
(26) tudes beyond the range of validity of the approximation are
. ) , reported nonetheless to illustrate the trend the actual solu-
Note.the pogltlve value of bott; g andV, . Th|§ res.ult'ls tions are expected to follow. Note that the dependence of the
consistent with the fact that a net effect of nonlinearity is the, it de of the third harmonic on the normalized stiffness
softening of_th_e interface for increasing values of the amplig considerably weaker than that displayed in the case of
tude of the incident wave. _ surfaces in contact and subjected to an oscillating tangential
Figure 6 illustrates an example of normalized spectrumo,q17 fowever, as already remarked in the discussion of
of the higher harmonics generated upon scattering of an ingjg 5 the amplitude of the third harmonic goes to zero when

cident wave with amplitudeAj,=2nm, frequency f o amplitude of the 10D variation becomes smaller than
=1 MHz, and propagating in the Perspex half-space. The

amplitude of the incident wave is used as normalization con-
stant. The interface is that of Fig. 5 with a value of the IV. CONCLUDING REMARKS
normalized stiffness equal to 1.29. To the first-order approxi- A few comments are still in order to complete the de-
mation, and when hysteresis is activated—indeed, for valuescription of the present model. First of all, the mechanics of
of A¢,.,<A/2 only the classical nonlinear corrections arethe contacts considered in this work does not account for any
present—the amplitude of all the higher harmonics is a funclong-range interaction which may exist in real contacts, lead-
tion of Aizn, as experimentally verified in damaged materials,ing two asperities to form a contact wheris still negative
at least for the third harmonic componérinh the same ap- (the “jump-on” phenomenof?39. In addition to the work
proximation, the amplitude of the even harmonics of an or-done against the forces of adhesion during unloading, which,
der higher than the second depends also on the departére ofor a single contact, measures the area below the force-
from unity, that is to say, on the loss of symmetry betweendisplacement curve for negative displacement values, some
the compressive and the tensile parts of each cycle. energy is lost due to the impact accompanying a jump-on
It is important to point out the remarkable resemblanceevent. A rigorous theoretical treatment should also account
between the spectra in Fig. 6 and those predicted by Van déor this effect. However, as long as only a small percentage
Abeeleet al1?in their theoretical investigation on nonlinear of the asperities is involved, as required by the Greenwood
propagation of acoustic waves in nonlinear media, in whichand Williamson approximatioft, and the impact between as-
the P-M model was used to characterize the type and degreeerities is characterized by a coefficient of restitution proxi-
of nonlinearity. Meegaret al® and TenCateet al* also re- mal to 1, such a mechanism is expected not to alter signifi-
ported measured spectra of waves propagating in sandstonantly the conclusions presented here since it involves a
and other geomaterials, which bear a strong resemblance small fraction of the energy carried by the acoustic wave.
those of Fig. 6. In particular, the slow decay of the amplitude  Equationg4), (6), and(7) relating the pressur®, to the
of the higher harmonics together with the dominant presenceelative approach), have been obtained under the assump-
of the odd components seems constitute the acoustic signtien that all the asperities have the same radius of curvature.
ture of an hysteretic interface with end-point memory. This assumption is unlikely to be satisfied by normal, rough
Finally, Fig. 7 illustrates the dependence of the secondurfaces, and, therefore, the radius of curvature in the equa-
and third harmonics on the normalized interface stiffness, ottions just cited has to be weighted by its own probability
in other terms, on the interface opening. As the contacts bedensity function. Note also that contacts with different radii
gin to form, both components increase until they reach af curvature are characterized by different values of the Ta-

J. Acoust. Soc. Am., Vol. 116, No. 4, Pt. 1, October 2004 Claudio Pecorari: Adhesion and nonlinear acoustic wave scattering 1945



bor parameter. Consequently, the stiffness of the interface Swedish Inspectorate for Nuclear Pow&KI). Partial sup-
is expected to undergo sudden transitions only at the engort of the European Science Foundation through the NATE-
points of each cyclésee Fig. 4, the remaining two transi- MIS program, and of the Swedish Research Council through
tions becoming continuous, in view of the fact that contactsContract No. 621-2003-4320, is also acknowledged.
having different radii of curvature come apart at different
values of the distancé. The width of the regions where AppENDIX: FORCE LAW FOR A SINGLE CONTACT 20
such continuous transitions occur closely follows that of the ) ) o )
probability density function of the radius of curvature. Fi-  The equations, which, by linking the six contact param-
nally, under these conditions, the spectrum of a wave scatersw., a*, ¢*, k, F*, and&*, establish the force law for a
tered by such an interface is expected to be characterized §pntact between spheres interacting by means of both adhe-
a content of higher harmonics that is less pronounced thapion and elastic forces, are presented next. Of these equa-
that shown in Fig. 5. tions, the first one gives the normalized outer radicfs,

As the Tabor parametey, goes to zero by maintaining =c/,8,_as a function of_the inner radiua’, which is treated
a constant value of the surface eneryy, the present model @S an independent variable, and the Tabor parametdie
of the mechanics of two rough surfaces in contact is expectet@tter plays the role of input parameter of the model. The
to approach that by Maugff,which was developed by using normalization constang is defined in the text:

the Derjaguin—Muller—Toporov force law of individual con- -
tacts. According to the latter model, the bodies in contact dgx| (c*2—a*?)¥2+ oK (c* —a*)(c* +2a*)=3(c* +a*).
not deform in the annular area, which surrounds the contact (A1)

and where the force of adhesion acts. Furthermore, the maxi- _ _ )
mum adhesive force is that predicted by Bradley. If the limit'Vith the second equation, the paramexes found in terms
u—0 is achieved by letting the maximum adhesive stressf 8%, ¢*, and u:
oy, become progressively smaller, the case described by 2
Pecorari’ of a nonlinear purely elastic interface is recovered.  ©=K p (c*2—a*?)1? (A2)

The limitation of the present work notwithstanding, the
similarity of the spectra of Fig. 6 and those experimentallyFinally, the normalized force*, and the normalized rela-
observed in geomaterials, or predicted by phenomenologicdive approach between the centers of the spheres in contacts,
theories based on the P-M model, can hardly be considered’, are obtained by solving the following equations:
coincidental. In fact, although it is reasonable to assume that
more than one mechanism concurs to determine the nonlin- F*= 3—[a*3—k(c*3—a* 3] (A3)
ear behavior of a complex medium with microstructure &
and/or damage, the presence of soft bonds and microcracksd
in rocks or other composite materials provides ample oppor- 5* =a*2—K(c*2—a*?)
tunity for contact nonlinearity to play a significant role. Fur- '
thgrmore, since neiFher Hertz-ian nonlinearity n-or th? hyster_lR A. Guyer and P. A. Johnson, “Nonlinear mesoscopic elasticity: evi-
esis _of the tangential Ioad—dlsplacgment relationship of the dence for a new class of materials.” Phys. TodayB0—-36(1999. '
individual contacts leads to a nonlinear response of a mag2_. a. ostrovsky and P. A. Johnson, “Dynamic nonlinear elasticity in geo-
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comes a serious candidate to be considered as a fundament&- G- Meegan, Jr., P. A. Johnson, R. A. Guyer, and K. R. McCall, “Ob-
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In the simulation of fluid dynamics, one can either treat the fluid as a continuum or as discrete
particles. Although popular for acoustics, the continuum model is limited to small Knudsen numbers
(the ratio of mean free path to a length s¢aRarticle methods are necessary for, but not limited to,
problems with Knudsen numbers greater than 0.1, which can occur in shockwaves, microdevices,
high frequency sound or rarefied gases. Some well known particle methods include Monte Carlo,
cellular automata, discrete velocity, lattice Boltzmann, and molecular dynamics. The direct
simulation Monte CarldDSMC) method describes gas flows through direct physical modeling of
particle motions and collisions. DSMC can model problems for the entire range of Knudsen
numbers. In particular, DSMC is capable of simulating nonlinear acoustics, as well as the details of
viscous dissipation, dispersion, nonequilibrium effects, and other physical properties. A DSMC
method has been implemented for one-dimensional nonlinear acoustics problems on parallel
computers using object-orientedtC- and the message passing interfdd®l1). DSMC results will

be shown and compared with continuum theory and continuum simulation200@ Acoustical
Society of America.[DOI: 10.1121/1.1785614

PACS numbers: 43.25.dRR] Pages: 1948-1955

I. INTRODUCTION wave propagation for many problems. However, the con-
tinuum model has its limitations. The macroscopic model

The primary concern of computational nonlinear acous-assumes deviations from thermal equilibrium are small, and
tics is the development and application of numerical modelst is the failure of the closure of the Navier—Stokes equations
that solve the equations of nonlinear acoustic propagation. Ithat limits the applications of this approach. Using the Knud-
order to create a representative model of the nonlinear sysen numbetKn), which is defined as the ratio of mean-free-
tem, it is desirable, but often difficult, to incorporate all path to a length scale, as a scaling parameter the continuum
physical properties of interest. Typical numerical techniquesegime breaks down for Kn0.1 approximately.
that approximate nonlinear effects have produced encourag- Particle or nonequilibrium methods are necessary for
ing results: However, there is a desire for a more general(but are not limited tp problems with Kr>0.1, which can
approach to studying nonlinear acoustics to incorporate afccur in shockwaves, microdevices, high frequency sound,
physical effects. The direct simulation Monte Carlo is onerarefied gases, and other flows. The mathematical model at
possible approach which can include essentially all the phyghis level is the Boltzmann equation:
ics of interest.

. . . J J J

In the numerical study of fluid dynamics, there are two— (f )+c. —(f )+F.- —(f)
distinct approaches. The first is to consider the fluid as ar e
continuum. In this way, the flow description is characterized 47
by temporal and spatial evolution of the fluid through partial Zf f f f*_ (f*f1 —ff1)ge,de*dc, (1)
differential equations. Continuum methods use traditional c ee
guantities such as “density” and “pressure” as dependent
variables. On the other hand, there is a more general microvheref(c,r.t) is the velocity distribution function in phase
scopic approach, which investigates the fluid at the particléPace at time, which specifies the number of molecules that
level. The flow is described by particle position and velocitynave velocities in the neighborhood o&nd positions in the
for all particles at all imes. Continuum methods traditionally "€ighborhood ofr at a given timet. f, is a seven-
use the Navier—Stokes or the Euler equations as a matifimensional function wittf;=f(c,,r.t), andg is the mag-

ematical model, and provide a useful description for acousti€litude of relative velocities between particlis —c|. The
term ff, accounts for the molecules that leave the neighbor-

hood of c. Similarly, the termf* f7 accounts for the mol-
@Portions of this work were presented in “Acoustic propagation using theecules that enter the neighborhoocboﬂ'herefore the right-
direct simulation Monte Carlo,” 145th Meeting of the Acoustical Society . ’ -
of America, Austin, Texas, November 2003. hand side of Eq(l) represents the rate of change in the
PElectronic mail: ald227@psu.edu velocity-distribution functionf due to intermolecular colli-
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sions. F represents an external force field, which may bell. THE DIRECT SIMULATION MONTE CARLO
absent in many applications. It can be shown that the BoltzMETHOD

mann equation will reduce to the Navier—Stokes equations 1.4 yirect simulation Monte CarkbSMC) method was
i 3
for low Kn and the Euler equations as K. _introduced by Bird in the 1960sThe terminology “direct

Th.e Knudsen r_luml?er is large for sound. propagatioq imulation” is used because the method directly simulates
very dilute gases, in microchannels, or at high frequenmes[he physics involved with particle interactions. It is also

e_lnd thus requires a particle methat kinetic theory solu- “Monte Carlo” in that particle collisions are determined sto-
tion. Thgre have. been numerous.atte.mpts EO study sou astically. While DSMC does not solve the Boltzmann
propagation for high Kn based on kinetic the6ry”Most of equation directly, the result of performing a DSMC simula-
these attempts use approximations that replace the Boltgjo, produces the same result as a Boltzmann equation
mann collision integral. For example, Wang Chang ands,|,ion3! A Monte Carlo technique, as used here, is a very
Uhlenbecﬁ_ studied sou.nd propagation using the metho_d Offfective way to solve a multi-dimensional problem.
e|genfunct|ons. Numerical procedures applle?5 to the €igen-  The method is capable of applications for the entire Kn
function method were performed by Pekegisal.’ In Sirov- e although is most effective at higher Kn. DSMC was
ich and Thurber, sound propagation was studied using a Kigriginally designed for aerospace applications in dilute
netic model description based on the Bhatnagar—Grossgases, and thus has been thoroughly tested for high Kn flows
Krook (BGK) equation,” while Mgrqueg replaced the (>0 .2). It has been applied to hypersonic and rarefied gas
collision integral with a relaxation-time term. All attempts f|o\ys37-42 and has in fact become the principle method for
report that the_speed and absorption of sound depend heavill.ygh Kn simulations. DSMC has also been successfully ap-
on Kn. Experimental results by GreensgdnMeyer and plied to modeling chemical reactions such as explosfofis.
Sesslef;' and Schottéf show close agreement for the meth- psMC has also been used to study sound in dilute gases

ods f(‘)??z"e for Krel, but for larger Kn, the results are (high Kn).*® However, there has been limited work in using

poor: _ _ DSMC for acoustics and low Kn problem&ontinuum
Some other particle methods include cellularregimg *647 and this is one motivation for this work.
automata’** discrete velocity®'’ lattice Boltzmanr?~?? DSMC is based on the kinetic theory of gas dynamniics,

and molecular dynamicS=?°The cellular automata method where representative particles are followed as they move and
considers the evolution of idealized particles which move atollide with other particles. The movement of particles is
unit speed from one node to another on a discretized tempetetermined by their velocities, while the collisions are deter-
ral grid. The discrete velocity method allows molecules tomined statistically, but are required to satisfy mass, momen-
move in continuous space, with velocities that are discreteqym and energy conservation. This treatment of stochastic
and nonuniformly distributed. The lattice Boltzmann methodcollisions is the fundamental difference between DSMC and
was developed from cellular automata and discrete velocitynolecular dynamics simulatio3-2° In molecular dynam-
methods, and applies Boltzmann equation approximations tgs, particle collisions are determined using force potentials
cellular automata models. Particle motion using the latticesuch as the Lennard-Jones potential, and often involve many
Boltzmann method is restricted to a lattice, with simple col-simultaneous interactions. However, DSMC is usually lim-
lision rules to conserve mass and momentum. In moleculaited to binary collisions. In DSMC the particle positions and
dynamics, particle interactions are calculated by force potenvelocities are initialized randomly and the boundary condi-
tials. Molecular dynamics is usually required to simulatetions ultimately determine the final solution, as in continuum
dense gases or liquid§; 2 therefore the expensive intermo- methods.
lecular force calculations make it too expensive for dilute DSMC simulations become more and more exact as the
gases. Methods such as cellular automata, discrete velocityme step and the cell size tend to zero. If the cell sizes are
and lattice Boltzmann are usually approximate simulations ofoo large, then the macroscopic gradients are underpredicted
fluid dynamics. and thus give incorrect results, but this method has been
The direct simulation Monte Carlo (DSMC)  proven to converge to the Boltzmann equation in the limit of
method?°**°is a particle method that was chosen for thesmall time step and small cell si?&This is important in that
current study. DSMC describes gas flows through directhe Boltzmann equation includes all physical properties of
physical modeling of particle motions and collisions, and hasnterest for sound propagation. Without modification to the
been shown to be equivalent to a numerical solution of thenethod, properties such as viscous dissipation, attenuation,
Boltzmann equatiofit The following section discusses in de- nonlinear effects, dispersion, nonequilibrium effects, entropy
tail the advantages of DSMC over conventional finite differ-waves, and more are available. In fact, DSMC has been able
ence methods for nonlinear acoustic propagation problemsto model more physical phenomena than is usually contained
A parallel, object oriented DSMC solver was developedwithin the Boltzmann equation.
for this problem. The code was written in+C+ and is de- The basic algorithm is illustrated in Fig. 1. There are
signed using the benefits of an object oriented apprdaci. five main steps in the DSMC algorithm: initialize data, move
The parallelization is achieved by performing parallel en-particles, sort particles, collide particles, and sample cells.
semble averaging, using the Message Passing Interfadéhe last four steps are repeated in time and also, possibly,
(MPI) library®> for interprocessor communications. The over ensembles.
reason for implementing a parallel model is to reduce the  The first step is to initialize all the variables. All ambient
high computation time, and make the problem more efficientquantities are supplied as input parameters, and then all par-
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- related to their relative velocity divided by the maximum
Start . . . ..
velocity in the cell. If this ratio is larger than a randomly
- o

— generated number, then the two particles colliilee hard
Initialize ! . e .
cells and particles : spherey but if the probability is smaller, then two new par-
ticles are chosen. Postcollision velocities are then computed
assuming random scattering. This process of colliding par-

vy

Move paricies ; ticles continues until the appropriate number of collisions
Apply BC ; has been performed.
7 The sampling of the cells is the next step in the algo-
Sortinto rithm. This uses the particle mass and velocity components
cells : to compute macroscopic quantities such as flow velocity,
| temperature, and density. These quantities are calculated at
the geometric center of each cell and are defined to be the
‘ average in that cell. This sampling i®t performed every
time step.
This procedure, of moving, sorting, colliding particles,

and sampling cells, is decoupled during each time step. The

system loops through all the time steps, while storing the

sampled data, until the required amount of time has been

completed. Since DSMC is an explicit time marching

method, an unsteady flow solution can be produced. To re-

duce scatter in time-dependent cases, ensemble averaging is
i necessary, which means repeating the whole process until the

D ror unctoady fom. | noise floor is reduced to a desirable level.

For unsteady flow,
................. ! repeat run until
desired noise floor

t > total time

Average runs [lI. COMPUTING ISSUES: OOP AND PARALLEL

PROCESSING

An object oriented programmin@OP approach, writ-
ten in C+ +,%273is used in the development of this DSMC
study. Such an implementation allows the code to be more
readable, manageable, reusable, and extendable. The pro-
gram is also more efficient by using such-G- characteris-
tics as memory handling and pointers. Using the object ori-
ented Cr + concepts oftlass structurethe code is easy to
ticles are given random positions and random Maxwelliarmodify and understand. An object oriented technique is a
velocities. Also, all cells are given particles, the amount devery natural approach for this problem because the particles
pending on the initial conditions. The initial conditions for and cells are physical objects. In addition, OOP allows en-
acoustic wave propagation are given by a density distribueapsulation, the grouping together of data and metfioels
tion, which is defined by the acoustic source of interest, withfunctions. Using objects, the direct simulation Monte Carlo
initial flow velocity equal to zero. Several different initial method flows in a logical sequence and is easy to understand.

FIG. 1. A flowchart of a typical DSMC simulation.

conditions have been considered here. The responsibility of the detailed calculations is contained in
The next step in the algorithm is to move the particlesthe individual object.
based on their initial randortMaxwellian) velocities for a Since the code runs independent simulations and then

time At. It is assumed that there are no intermolecular colperforms ensemble averages to reduce scatter, it lends itself
lisions during this time, but collisions with boundaries arevery nicely to a parallel computing algorithm. Instead of
taken into account. Some boundary conditions that can bbkaving one processor do all the independent runs, it is easy
included are diffuse boundaries, specular boundaries, perie have different computers simultaneously run different en-
odic boundaries, inflow/outflow boundaries, and movingsembles, and then average th&m.
boundaries. To achieve this simple parallel processing algorithm, a
The particles are then sorted to determine which celimaster/slave routine is constructed. The master’s main job is
they are in, which is quite easy usingtG- pointers. Thisis to schedule the processors for work, organize collected data,
a prerequisite step for modeling collisions and sampling. and do the final computing of needed flow properties. The
The next step, and the most unique to DSMC, is theslaves compute the ensemble runs and send sampled data
collision routine. The collision process is stochastic and setback to the master for final processing. The programming
DSMC apart from other particle methods. The collision rou-here is made possible by using the Message Passing Interface
tine starts by picking two particles that are in the same cell atMPI)*® to send messages back and forth between proces-
random and then computing their relative velocity. The probsors. Also, the programming for this type of algorithm is
ability of these two randomly picked particles colliding is quite simple because there are very few MPI calls.
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FIG. 3. Comparison of the DSMC resultéght) against the linear Euler
FIG. 2. CPU time on Mufasa with respect to number of processors. equations analytical solutioidark for a Gaussian source at time
=2.1ns.

The code was run on a 160-processor Beowulf cluster

running Linux. It has a Dolphin network for fast communi- (?_u’+ é_p’zo p’ =a2p’. 3)
cation and 2.8-GHz Athlon processors. It has a peak speed of Ot ax ' 0
0.4 teraflops(floating point operations per secgnéh order It is clear in Fig. 3 that the DSMC solution exhibits

to illustrate the computational speed of the machine, Fig. Z,,ninear wave steepening, while the wave equation solution
shows how many seconds it took to run the program usingines not. Due to the large amplitudes, it is expected that the

different numbers of processors. This case uses 1000 celi§s)ic wave will steepen due to nonlinear effects. Since the

and 150 particles per cell. Despite the efficiency of the paryaye equation or linear Euler equations are not capable of

allel algorithm, the CPU time for these DSMC programs iSpangiing these effects, they will not predict the correct be-
still fairly large. havior of the system. Thus the differences between the solu-
tions, shown in Fig. 3, are expected.
Solutions to the nonlinear Euler equatiqis. (4)] were
IV. CODE VALIDATION AND RESULTS also computed using a finite difference scheme run in Mat-
lab. The solutions were one-dimensional in space, and the
The parallel DSMC method can be compared to Euler oilgorithm used was the McCormack time accurate
Navier—Stokes equation solutions, as well as nonlineagigorithm?® Second order artificial viscosity was included to
acoustic theory:* The initial conditions of interest in this reduce numerical oscillations. A comparison with DSMC and
study include different acoustic sourcesich as Gaussian the nonlinear Euler equations given by E4) is shown in
and sinusoidalof varying width or frequency. Fig. 4 with the same initial conditions. It is clear that the

The linear one-dimensional Euler equations, E@®.  comparison in this case gives excellent results.
and(3), can be combined to yield the wave equation, where

a, is the speed of sound. Results from a DSMC simulation of

a Gaussian pulse compared to a second order accurate
space and time finite difference simulation of the wave equa-

tion are shown in Fig. 3. The wave equation is solved using o
a second order accurate finite difference scheme on a unig
form grid. The simulation is of argon at standard atmosphericy
conditions (ambient pressure111285 Pa, temperature @
=300 K). The Gaussian pulse is 100 cells wide with each£
cell being3 of a mean-free-path wide. The mean-free-path in g s
these conditions is approximately 50 nm. The domain is
about 2000 cells long, which is equivalent to BOEach cell &
has about 150 particles. This means that roughly 300000 s
particles are followed throughout the simulation. There were

8000 time steps, each of size 7.5 ps, meaning the elapse ’
time is about 60 ns. The acoustic density amplitude of the
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o’ au’ FIG. 4. Comparison of the DSMC resuliight) against the nonlinear Euler
L+p — =0 (2) equations analytical solutioridark for a Gaussian source at time
ot POax =2.1ns.
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Jdp dpu dpu ri'pu2 ap _ Pod
et ——=0, ——+——=——, = (5)
at  ox at IX Ix BkPg

) wherep, is the ambient density, is the speed of soung@
dpE n dp(E+p)u ~0, p=pRT is the coefficient of nonlinearitk is the acoustic wave num-

ot ox ber, andP, is the initial acoustic pressure amplitude. To

nondimensionalize the spatial scale, define the shock incep-

Sinusoidal sources of varying frequency were also contion distance:
sidered. A sinusoidal density disturbance of one period was
created in the middle of the domain, and allowed to propa-
gate in both directions, with initial flow velocity equal to
zero. Figures &)—5(d) show the evolution of such a wave. which implies that the wave initially shocks at the valate
In this case, there are 400 cells per wavelength, again witk- 1. Because of the nature of the waveforms of the right and
each cell being of a mean-free-path. This corresponds to aleft going waves, the two evolve differently, as noticed in
frequency of 30 MHz. The domain is 6000 cells long, which Fig. 5(c), with the appropriate old age effects noticed in Fig.
is equivalent to 15Qus, again with 150 particles per cell. 5(d). Excellent agreement between both the wave speed and
There were 25000 time steps, each of time step size of 7.the amplitude is shown in Fig. 5.
ps, resulting in an elapsed time of Qu&. The initial acoustic Another nonlinear acoustic effect of interest is the gen-
density amplitude is 20% of the ambient density. Due to theeration of harmonics due to the nonlinear wave steepening.
high amplitude and frequency, it is expected that nonlineaffo further validate the code, a harmonic generation analysis
effects such as wave steepening and nonlinear absorpti@f this problem was also performed. Figur@6shows the
occur quite quickly in the simulation. The shock distance forFFT result from the initial sinusoidal source, where Fith)6
a sinusoidal source is given by E@).14° shows the FFT result when the sine wave has reached shock

(6

o=

><JI x
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4E+06
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e Experimental and other kinetic theory results suggest
that the absorption of sound for high Kn differs significantly
than for low Kn*~"9-12The scaled absorption coefficient,
alky, where « is the absorption coefficient ark} is the
acoustic wave number, for Kn ranging from 0.04 to 35 is
shown in Fig. 9. DSMC simulation results are compared to a
classical Navier—Stokes prediction, experimental work by
Greenspan? and previous kinetic theory results by Hadji-
C » - \ PO constantinou and Garéfawhose work was based on stand-
b ° 1508 2E+08 3E:08 4508 ing waves. The variation in Kn was obtained by keeping the
freq (Hz) cells per wavelength constant at 100, but varying the cell size
FIG. 6. The frequency shirt to higher harmonics. Rarinitial source, part ~ from 3 of a mean-free-path tgss; of a mean-free-path. The
(b) at shock inception distance, sigma. absorption coefficient results were obtained by finding the
maximum pressure at each time step and calculating a line of

inception distance. As the wave steepens, the amplitude &est fit for ona '°9ar'th”.“° scale. .
the fundamental reduces while the amplitudes of the higher For h|gh Kn simulations, the wavelength of the S|gnaI.
harmonics get larger, and thus the shift in the spectrum ifecomes significantly shorter than a mgan—free—path. Experi-
evident. mental results for Kw5.5 are thus difficult to obtain be-

To investigate the spectrum shift in further detail, the ©3YS€ of scattering and high absorptiéThe simulations
Fourier component amplitudes of the first four harmonicspresentecj here have successfully captured the physics for

were compared to the analytical Blackstock Bridging func-
tion solutiort as a function of propagation distance which is
shown in Fig. 7. It is clear that DSMC results compare very
well with the Blackstock Bridging function. The second,
third, and fourth harmonic component amplitudes continue
to increase until aboutr=1.5, where the absorption be-
comes the dominant physical property, and all harmonics dis-
sipate. This is in agreement with nonlinear acoustic theory
where shock growth peaks at= /2.

Since the Euler equations are only valid as-K@, and
DSMC is able to simulate high Kn numbers, it is expected 3 -1
that there will be significant differences in the results be-<
tween DSMC and the nonlinear Euler equation solution for =™
finite Kn. Figure 8 shows the differences in the solutions for
high Kn=0.16. Similar differences would be observed be-
tween DSMC and the Navier—Stokes equations, since the o
Navier—Stokes equations are also not valid at large Kn num-
bers. FIG. 8. Comparison of Euler and DSMC for high Ki®.16.

2.5E+08

2E+06

amplitude fft

1.5E+08

1E+06

500000

DSMC

30000 e Nonlinear Euler

20000

(Pa)

10000

essure

coustic Pr

-30000

v b by by b s
1E05 11E-05 1.26-05 1.3E-05 1.4E05 1.5E-05

Distance (m)

ST
8

J. Acoust. Soc. Am., Vol. 116, No. 4, Pt. 1, October 2004 A. L. Danforth and L. N. Long: Nonlinear simulations using DSMC 1953



035 simulations, the size of the problem may easily become
E a7 Greswpan Y larger than the available memory of a machine. Since the
I A Hadjiconstantinou and Garcia - . . . . .
_ 03[ @ DanforthandLong parallel algorithm is designed to simulate different en-
5 - fo. At e K A sembles on different processors, memory constraints for us-
% 025 F "%z .\ ing this algorithm could become an issue. Thus, an alterna-
8 u i E" tive to the parallel algorithm described here might need to be
r ; . . X
§ oof . sought such as that described by Sharma and £béng.
)3 B i In the near future it is planned to perform nonlinear
_§ 0.15 - ) acoustics simulations in multiple dimensions as well as
= - P implementing a diatomic collision routine, both of which are
% 01 F straightforward to implement.
I} C ;
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Microparticle concentration in short path length ultrasonic
resonators: Roles of radiation pressure and acoustic streaming
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Acoustic streaming in ultrasonid.4—3.0 MH3 circular and rectangular resonators of path length
approximately one-half or one quarter wavelengith has been characterized by particle image
velocimetry (P1V) using fluorescent km diam latex markers. Particles of all diameters examined

(1, 24, 80um) moved into pressure node planes witldi s ofinitiation of sonication. The larger
particles then moved within that plane to one or more preferred positionm particles in an/2
cylindrical resonator with a single nodal concentration region for larger particles were convected by
Rayleigh-type streaming from the center of the node plane to its edge. In contrast, particles
concentrated at many loci in two planes of a second cylindrical and a rectangular chamber. Small
scale wall-associated Rayleigh-type vortices occurred iNn/4 chamber. More unexpectedly,
wall-independent bulk suspension vortices, with circulation planes parallel to the transducer
radiating surface, were recorded in both resonators. Tracer particles experienced radial forces that
drove them towards or away from the center of the vortices to be concentrated at its center or
entrained in a vortex perimeter ring. These different outcomes are discussed in terms of lateral
radiation force distribution in the node planes. 2004 Acoustical Society of America.

[DOI: 10.1121/1.1785831

PACS numbers: 43.25.Nm, 43.25.Gf, 43.25.Qp, 43.35¥81B] Pages: 1956—-1966

I. INTRODUCTION release condition™® The only acoustic pressure node in the
fluid phase of each resonator occurs one half wavelength
aélway from the glass—air surface, i.e., in the center of the

sonic stantdmfgtr\]/va\é(_aSUtSWs). Tthe stg_or:_gestf s the a>i<:|al chamber or at the surface of the reflector, for xli2 and\/4
component of the direct acoustic radiation force (3 fluid phases, respectively. In idealized cases, when it is as-

which drives particles towards, and holds them at, the pres- . L
) ) . “sumed that the sound source radiates a plane longitudinal
sure node or anti-node planédepending on the acoustic

properties of the suspensjowhere the potential energy of wave, suspended patrticles in a still medium are expecte_d to
the particles is a minimum. The force is given by be driven to those nodal positions, and to concentrate in a

monolayer, as it is shown in the final details of Fig&)&nd
DRF,= — mP3V,80/(2\)- ®(B,p)-sin(4mz/\). (1)  (b). We note that in Eq. (1) is defined as being zero at the
fluid phase pressure node. This distanck/#sfrom the cou-
pling steel layer surface in both the half wavelength and
guarter wavelength bulk phase resonafgiig. 1).
A number of models have been developed for the calcu-
lation of one-dimensional acoustic pressure profiles in a

Several forces act on microparticles suspended in ultr

In Eq. (1) Py is the acoustic pressure amplitug®, is
the compressibility of fluid\ is the wavelength of ultra-
sound in the suspending phass, is the particle volume,
and variablez is distance from a pressure node.

The acoustic contrast facto®, of the suspended par-

ticles is standing wave chamb@t? In practice however there may be
nonuniformity in the pressure distribution in a chamber and
_5Pp=2p0_Bp 2 @osa result, the distribution of particles may present a more
"~ 2pptpo Bo’ complex pattern.

In addition to the direct radiation force, particles in a
chamber can be influenced by several types of acoustically
edriven flows—streaming—which differ in their origin and
spatial scale. Acoustic streaming is nonoscillatory steady
within the planes and contribute to the lateral concentratiorjuld motion originating from the spatial nonuniformity of
into clumps. j[he sound field or from energy d|SS|pat|qn at the I'|qwd.—sol|d

Ultrasonic resonators may be fabricated so that the deptwterfages of the container. The following classification of
of the chamber(acoustic path length in the resonates  Stréaming proves usefdl:

nesses ok/4 or \/2, respectively. The acoustic pressure am- of a traveling wave in the bulk fluid;

plitude at the glass—air surface is in each case @&ssure (i)  Schlichting micro-streaming which is a vortex flow

inside the thin boundary layer at a solid—liquid inter-
3E|ectronic mail: kuznetsoval@cardiff.ac.uk face;

wherep, andp, are the densities of the particles and fluid,
respectively, andgB, is the compressibility of the particles.
The lateral components of direct radiation force, which ar
reported to be about two orders of magnitude smaffeact
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REFLECTOR REFLECTOR REFLECTOR __ | samples and enhance DNA-surface kinetics on a polymerase
: chain reaction biochip. In additional to longitudinal wave
flexural plate wavesFPW) devices have been employed to
enhance biosensor antibody-antigen detectiohhe FPW-
induced micro-streaming has been measured, alone among
the different systems developed, by PIV analysis.

Short path length ultrasonic resonators are also of inter-
est due to their ability to manipulate micro-particles and cells
in small volumes for analytical purposes. A situation has
a) been described for a sub-wavelength chamber where

Rayleigh-type streaming is dominant for sméll um) par-
* iz
»

D .
1) TRANSDUCER 2) TRANSDUCER 3) TRANSDUCER

REFLECTOR

REFLECTOR
. . [ ] . *9 s 9 .'

ticles whereas DRF determines the movement of 2B

particles?® The chamber employed had a single particle po-
tential energy well. Chambers with different field geometry,
rectangular and cylindrical, may have multiple regions of

p
1) TRANSDUCER _ [2) TRANSDUCER  |3) TRANSDUCER particle aggregation. The present work sets out to investigate
b) the influence of radiation pressure and induced streaming on

particle behavior in such short path length systems. It is

FIG. 1. Effect of the direct acoustic radiation for@®RF) on suspended shown that both acoustic streaming and the direct radiation

particles in a resonator witte) \/2 water path length depttn/4 reflector ~ force play important roles in particle movements and con-
thickness, (b) M4 water path length deptt\/2 reflector thicknegs (1) centration.

Distribution of particles before ultrasound applicati¢®), axial DRF effect,

(3) lateral DRF effectx—lateral direction,z—direction of sound propaga-

tion. Il. EXPERIMENT

. . . ) A. Chamber construction and drive
(ili)  Rayleigh streaming which is a vortex flow outside the

boundary layer. The chambers—cylindrical and rectangular—employed
in this work are based on three main features: An ultrasonic
Rayleigh carried out the first theoretical study of stream-ransducer, a spacer which defines the depth of the channel
ing when he treated the case of standing waves between pand a glass reflector. A coupling stainless steel laygr mm
allel walls!! Since then other comprehensive reviews onthick for the rectangular chamber and 1 and 3 mm thick for
acoustically induced flow have been publish&d?~*®Exten-  the fixed and variable depth cylindrical chambers, respec-
sive experimental work on acoustic streaming has becomgvely) to which the transducer is glued separates the latter
possible due to the development of optical techniques of flowrom the water layer, as shown in Fig(a2
visualization—particle image velocimett®IV)!” and Laser The thickness of the 12 mm diam transducer disc in the
Doppler Anemometry(LDA).1® Eckart- and Rayleigh-type cylindrical resonators was 1.33 mm so that the transducer’s
streamings induced in air and water mediums in relativelynominal resonance frequency was about 1.5 MHz. The trans-
big containers(1-50 cm have been studied?? The PIV  ducer’s back electrode was etcfiédo produce an active
technique has also been applied to the study of Rayleighadiation area of 8 mm in diameter. The fixed channel depth
streaming in a chamber with sub-millimetre acousticof one cylindrical chamber was 0.5 mm, which is equivalent
pathlengttf® to M2 in water at 1.5 MHZFig. 2(b)]. The screw-top and
Interest in acoustic streaming has increased over the laslastic O-ring gasket of the second cylindrical chanilbég.
decade as its applications in various processes have begfr)] allowed continuous variation of the channel depth from
reported. These include acoustic mixitfgenhancement of 0.5 (\/2) to 0.25 mm(\/4); 1 or 2 mm thick glass reflectors
heat and mass transféf® and metal electrodepositidh. were used for the two extreme cases, respectivélyThe
Streaming can also be utilized in medical diagnosfiéS. channel depth was measured in air by focusing the micro-
Induction of acoustic streaming among other approaches hagtope objective on the inner surface of the reflector and then
been explored to noninvasively effect rapid convectiveon the base of the chamber.
movement in microfluidic devices. Microfluidics has The transducer of a rectangular resongkig. 2(d)] had
emerged as an important research topic in fluid mechanics ia nominal thickness resonance frequency of 3 MHz. The
recent years’ Microfluidic devices (dimensions ranging active radiation area was 200 mn?. The area of the chan-
from millimetres to micrometres with the capability to nel was 510 mnf. Brass spacers of 125 and 2afh thick
handle volumes of fluids in the range of nano- toenabled the channel depth to be varied. Standard microscope
micro-liters) usually include a sensing surface in contactglass slides1 mm thicknesswere used as reflectors. Details
with a sample flowing at low Reynolds number through aof the construction of the chamber have previously been
test channel. The acoustic devices included a 3.5 MHz bulklescribed?
acoustic standing wave for particle and molecular mixg, A manually controlled HP function synthesizer provided
a 50 MHZ® or a loosely focused 240 MHz longitudinal trav- a sine wave input to an ENI 2100L amplifier. Frequency and
elling wave to induce Eckart streamifiyjLiu et al*>®> em-  applied voltage were controlled by computerized tracking of
ployed microstreaming induced by trapped bubbles to mixhe driving frequency. The softwassAND scans the voltage-
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micron latex sphere was observed with a microscope. The
transducer’s voltage, which is linearly proportional to acous-
tic pressure, was gradually decreased to a threshold value
after which the buoyancy-corrected gravitational force was
no longer balanced by the axial direct radiation fof&s.

()], and the particle sedimented. Linear extrapolation of the
pressure at the threshold voltage to the voltage applied in an
experiment gave the acoustic pressure amplitude at the dif-
ferent experimental conditions.

E. Admittance measurements

Electrical admittance of the chambers was measured us-
ing an Agilent Technologies Network AnalyzéiP 8753E.

lll. RESULTS
A. Cylindrical 1.5 MHz chamber with fixed channel

FIG. 2. Design of resonatorsia—general multilayer structure(b)— depth

cylindrical resonator with fixed water layer thicknegés,—cylindrical reso- At the channel depth of 0.5 mr@\/2) with a quarter
nator with variable water layer thicknesgd)—rectangular resonator; | h refl h i . | in thi
1—piezoelectric transducer, 2—coupling steel layer, 3—spacer for watefVave engt reflector, the cy indrical resonator used in t _'S
layer, 4—glass reflectdl mm thick for\/2 path length and 2 mm thick for  Work [Fig. 2(b)] had one central pressure node plane as il-
N4 path' length cylindrical resonatgr&—water inIet(out_Iet), 6—electricgl lustrated schematically in Fig(d). Frequency-voltage spec-
connection, 7—screw-tofc) or brass plated), 8—O-ring (c) or elastic tra showed a resonance atl.38 MHz. The Hameg wave
asket(d). . . . ) - .
9 generator provided this drive frequency in further experi-
ments. When ultrasound was applied, 24 latex particles,
Yriven by the axial and lateral direct radiation forces, con-
centrated in a single clump near the center of the chamber in

frequency spectra from a voltmeter and allows the frequenc
to be held at voltage maximufi.A manually controlled
function generatofHM 8130, HAMEG Instruments has éhe only pressure nodeig. 1(a) and part 3.
also been used for the generation of ultrasound. It allowe . .

: ; . . o The behavior of smalll xm) latex beads was different
either the maintenance of fixed ultrasonic conditions or the

o : - and w ntiall ri ngteal 23 for
gradual variation of the parameters of the sound field durlng?1 d was essentially as d_esc be_d by Spengteal.™ for a
) ectangular transducer with a circular back electrode. The
the experiment.

difference arises because the smaller beads in the acoustic
field are affected by streaming to a greater degree than bigger
particles?®> When ultrasound was applied to the cylindrical
Suspensions of polystyrene plain 24 and @ diam  resonator the small particles, driven by the axial direct radia-
and fluorescent um latex beads in deionized wat@Poly-  tion force, came to the pressure node plane at which the
sciencep were diluted with deionized water to the concen- microscope was pre-focused within 200 ms. They then

B. Suspensions

trations required. moved radially from the central point towards the periphery
of the chamber. After a few seconds the particles concen-
C. Flow analysis trated at the edge of the active radiation area resulting in the

The observation of particle movement was carried Ouformation of a particle-free circle of about 6 mm in diameter.
P LI'he particles did not re-enter this space. The behavior is

with an Olympus BX41M epifluorescent microscope. A . ciciont with the suggestionthat, at first following the

Fujitsu video camera was connected via a 0.5 microscopg o .
Streaming in the pressure node plane, the particles reached

adaptor and the images were recorded onto a standard video : ; :
. area where, according to the Rayleigh theory, the velocity
tape. The recorded video sequences were transferred to a L T -
i S . of streaming in lateral direction was negligible, and were
video card in digital format with hardware MJPEG data com- ; ; . o
held there in the nodal plane by the axial direct radiation

pressior(Pinnacle Miro Video DC38,) and then further pro- force. Measurements of streaming velocity were made at dif-

cessed with PIV software. . ; . X

Two software packages were used for the estimation 0;erent acoustic pressures. The veI_omty of_ the particles in the_
velocity fields:Piv SLEUTH*? and FLOWMANAGER developed pressure _node plane mcr_eased V\."th the mcrease_of acoustic
by Dantec Dynamic¢Denmark pressure in the system. Figur&@gBdisplays the velocity field .

' in the pressure node plane about the center after the begin-

ning of sonication for the acoustic pressure amplitude of 520
kPa. In Fig. 3b) streaming velocity is presented as a func-

The acoustic pressure amplitude was estimated from thiton of acoustic pressure amplitude squared. These Rayleigh
balance of the direct radiation and gravitational forces actingype vortices(whose planes of circulation are perpendicular
on a particle in suspensidi.The levitation of a single 24 to the transducer plahand their scales of circulation will be

D. Acoustic pressure amplitude measurement
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FIG. 3. Streaming field in the fixed path lengtf2 cylindrical resonator at

1.38 MHz:(a)—Streaming velocity distribution in the nodal plane, pressure g, 4. Velocity fields in the variable path length cylindrical chamber with

amplitude 520 kPa(b)—average streaming velocity vs acoustic pressureg 25 mm channel deptf\/4): Streaming(a) from the central point of one

amplitude squared, 0.9 mm from the axial source point of the voig}.(  and(b) towards the central point of another of a number of off axis vortices
(Rg).

referred to asR, for large container-scale Rayleigh stream-

ing andRs for the small scale near-wall streaming describednear-wall vortices, a pattern similar to the Rayleigh-type

below. streaming shown in Fig.(d). In the adjacent regions the
particles in the vortices moved from the periphery of the area
B. Cylindrical 1.5 MHz chamber with variable depth to its center, then towards the base of the chamber, returned

to the periphery and back to the surface of the reflector.

Electrical admittance measurements and frequencyrigure 4 shows the velocity fields of the two areas described
voltage scans showed resonances at 1.43 and 1.47 MHgove.

when the channel depths were 0.5 nfni2) and 0.25 mm In the bulk fluid a few vortices circulated in the planes
(\/4), respectively. These values are close to the transduceri;‘ara”d to the transducer plaitiee., x-y planes. They were
thickness resonance frequency of 1.5 MHz and they werggo—150,um in diameter and the particles in the vortices
maintained as drive frequencies during the experiments.  cjrculated continuously without redistribution during the
1. N4 path length time of experiments. The de_nsity of particles in these vorti-
ces was much lower than in the nodal plane. The symbol
Vory.y will be used for this kind of vortex whose circulation
E parallel to the transducer plane.

The majority of the 1um particles concentrated at the
inner surface of the glass reflector in the 0.25 itvid) path
length chamber, where, because of the half wavelength thic
reflector in this case, a pressure node is predicted. However,
immediately after ultrasound application and before the paré- M2 path length
ticles concentrated, numerous small vortices in vertical At the channel depth of 0.5 mrf\/2) with a quarter-
planes were observed near the reflector. In some areas thavelength reflector, the distribution of particles differed sig-
particles came to the pressure node plane and moved radialhjficantly from the one described for the fixed chanféR)

from the center of the vortex to its edges producing, for theselepth chamber in Sec. Il A. The contrasting behavior is at-
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tributed here to differences in the chambers construction :
(e.g., different thickness of a coupling steel layer, rubber side —= 50 micrometer/s
walls of the variable depth chambeand hence, differences Semssemams S w & A g9 § = e o
in the sound field profiles and boundary layer at the periph- __ 800k [ A _D-‘Z:
ery. 8 | TUTogTIoIIgioollTIiITT
After ultrasound application, 24m diam latex beads E’ b o e B R b b
aggregated in many clumps in the central plane of the cham- © S e e waw e s AR
ber, where a pressure node was expected to occur. me 1 Lé S e e . g ¢ ke
particles concentrated mainly in that plane as well, withouta —400r —-—Z 27 0 L L7777 0 ¢ St 2
regular pattern. Vortices were also observed in the chamber e I T T e Gy
at the distance of 180—22@m from the base of the chamber. R o AR A SB[ 4 b Lee e,
These vortices, which circulated parallel to the transducer ,”\‘_: SoamEe EsS e o s sy
plane (ory.y), included toroids and counter-rotating vortex S e e e e e e
pgirs of scqlg ranging from typically sub-millimetre to as 00 200 860 12'00
high as 5 millimetres. [micrometer]
The following series of experiments was carried out to a)

establish theVory_, velocity profile for planes at different
distances from the base of the chamber. Before each experi-
ment, the microscope was focussed at the base or in a plane
at a distance from it that increased in 2 increments to
finish at the reflector surface. The behavior of theurh
particles in the planes was examined during the first few
seconds after ultrasound application. It was observed that
within 40—-50um distances from the base and 100-120

from the reflector, the particles moved towards the node
plane and had left the planes of focus, withl s of the
initiation of sonication. There was no evidence of vortex
flow at any stage in those planes. In the planes close to the
pressure node, it took 2—4 s for the particles to leave the
planes and they started moving in circular trajectories as they b

entered the vortices near the node plane. The experimental )

evidence suggests that these vortices have no hydrOdynamiRB. 5. Clump formation in the rectangular chamf289 MHz, 0.130 mm
connection with the walls. Experiments repeated at differenpath length(\/4); 1 um latex (a)—velocity field, 1 s of sonication(empty
applied voltages showed that the velocity of particles in theblocks show the sites where clumps started to folim—microscopic im-
vortices increased with an increase in acoustic pressure arfiges of the formed clumps.

plitude. _ :
Similar features were also observed in the rectangular In each plane there were two main regions of clump
chamber. formation within the active radiation arége., the electrode

area$. These regions were centerd on the long horizontal
axis of the sound field and were symmetrical about the mid-
C. Rectangular 3 MHz chamber point of this axis with an edge—edge separation of 5 to 6 mm.

. . The typical distances between the small clumps in horizontal
The electrical admittance measurements and frequencz%
&

it tra showed in the chamber at anes were 0.3-0.6 mm. The particle distribution in the
voltage spectra snowed a resonance in the chamber a amber’s channel beyond the boundaries of the etched part

MHz, which is close to the transducer’s resonance frequenC)(jf
. the transducef20x10 mn?f) had | tt d
The channel depths required faf2 and \/4 path lengths Was ?e;;njﬁggteeg by uItrrgso)un; no reguiar pattern an

were 0.250 and 0.125 mm, respectively, whereas practically
the depths were 0.270-0.280 and 0.130—0.140 mm, respec-
tively, due to the limitations in gasket-forming techniques.1- M4 path length
The reflector wa a 1 mmthick ordinary microscope glass Figure 5 shows the microscopic image of the clumps
slide. together with the PIV results of the initial moment of particle
In both sound fields 24m latex spheres concentrated in aggregation in the plane near the glass reflector, at which the
a number of clumps in two layers parallel to the transducemicroscope was pre-focused. The clumps were completely
plane. The distances between the clumps and the walls aridrmed within 20 s of sound application. As it is seen from
between the layers varied depending on the depth of théhe vector mapFig. 5a)], the particles moved from different
chamber. The top layer for the 0.130 mm system was aboudirections to the aggregate formation sites. The second layer
10-15um from the reflector. Concentration of the particles of clumps can also be seen as blurred images in Fi). Blo
occurred within a few seconds on ultrasound application. dortices were observed in the region of the clumps in Fig. 5.
um latex beads also concentrated in many small clumps i\ few vortices of about 10@um in diameter circulated in the
two layers, for both path lengths. x-y plane at a distance 40—%dm from the reflector.
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2. N2 path length D. Particle distributions in bimodal sized
suspensions
In the 0.270 mm resonator vortices were observed at a ) ) _ _ )
distance of 1/3 to 1/2 of the channel's depth from the base of  1he following experiments were carried out to investi-
the chamber. The m latex beads following the streaming gate the extent of relationships between vortex flow and par-

in the vortices produced several types of pattern, mainly Spi'gicle concentration regions. Mixtures of gm fluorescent

rals, orbital toroids and counter-rotating vortex pairs. ThePeads and large4 or 80um) plain latex beads were intro-
circulation of particles occurred in the planes parallel or afduced into the variable depth 1.5 MHz cylindrical chamber

small angles to the transducer plane. It is not possible tdvhen the path length wag2. When ultrasound was applied
select typical vortex dimensions as the scale of the streamingertices ory.y) were immediately generated in the cham-
ranged from 0.2 mm to 3 and 4 mm. ber. The large particles mainly concentrated in a number of
The 1um particles in these vortices exhibited two main clumps. The redistribution of the Am particles in the vor-

types of behavior. The first case will be referred to as “vor-tices proceeded in the way described above: As a rule, either
tex trapping,” when the particles moved across the streamclumps at the center or rotating rings were formed. In some
lines of the vortex and concentrated in the center of rotatior®f the vortices, the 24m particles together with the smaller
forming a clump, as shown in Fig. 6. In the second case, oparticles formed a mix-sized clump at the center of the vor-
the contrary, the particles moved away from the center antex. However, the preferred positions of the clusters of large
formed an orbital toroid, which gradually increased in diam-particles were between counter-rotating vortices as shown
eter(Fig. 7). for 80 um particles in Fig. 8. In the vortices with relatively
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TABLE I. Summary of particle aggregate and vortex distributions in the range of fields examined.

Transducer, Drive 1 um latex, 1 um latex, vortex
nominal frequency 24 um Rayleigh regular x-y plane center aggregate Counter
thickness (MHz); path aggregate in type aggregatés vortex, (Fig. 6), orbital rotating
frequency(MHz) length (2) node plane circulation (Fig. 5 \Vory .y concentrationFig. 7) vortices
Disc 1 1.38;(\/2) Single, Field width No No No No
15 central scale R.)
Disc 2 1.43;(\/2) Multi No No Yes Both Yes
1.5
Disc 2 1.47;(\4) Multi 1 mm scale No Yes No No
15 (Rg)
Rect. Plate 2.89(\/2) Multi No Yes Yes Both Yes
3.0
Rect. Plate 2.89(\/4) Multi No Yes Yes No No
3.0

gRegular aggregates are formed under the effect of lateral DRF in the nonstreaming context.

high flow velocity (about 1 mm/sa small number of the 24 the acoustic field of a cylinder, the theory of Schuster and

um beads participated in the streaming forming, togetheMatz** where the radius of the cylinder is small compared to

with 1 um particles, an orbital toroid. Finally, there were a wavelength, could not be precisely applicable to the sys-

occasional counter-rotating pairs in which particles in one otem. The values derived for the radial velocity components

the vortices moved outwards to form a rotating ring of par-from the streaming between parallel walls thédry and

ticles whereas a clump was formed in the center of the othestreaming in a cylinder theot¥y** do not differ much for
similar geometric dimensiorf3:*°

IV. DISCUSSION As itlwas reported™23 velocity ingreased gradually and
_ S reached its average value at approximately 30% of the chan-
A. Particle aggregate and vortex distributions in nel's half-width. The increase in this region was essentially

different fields linear. The experimental velocity estimated from PIV results

The main features of the different chambers employedn this work also increased linearly as a function of distance
and the associated characteristic streaming patterns are suffPm the central point of the vortex. The velocity values at
marized in Table I. Row 1 is the fixed path length cylindrical the border of the field of view were linearly extrapolated to
chamber with Rayleigh streamin@(, Fig. 3. It formed a  the distance, where, according to the Rayleigh theory, the
single central aggregate of relatively lar@ um) particles ~ average streaming velocity is reach®® mm from the cen-
and showed no evidence of smaller vortices inxhgplane.  tral point corresponds to 30% of the channel’s half-width in
The four remaining rows identify the systems that formed &he present work As Table Il shows, the experimental ve-
number of 24um-particle clumps distributed across the arealocity is quantitatively of the same order of magnitude as the
of the field. This occurrence of multiple aggregates was incalculated average Rayleigh micro-streaming velocity.
variably accompanied by the existence of regions containing In Fig. 3(b) streaming velocity at the distances of 0.9
vortices in thex-y plane §ory.y). mm from the central pointaverage valueis plotted against

The existence of two planes of particle concentration insquared acoustic pressure amplitude. The experimental de-
the rectangular chamber indicates that the layers of which theendence is well described by a straight line with a slope of
resonator is comprised do not ideally match the requirements.05 mms*MPa 2 The average streaming velocity is es-
for a single resonance in the water layer. This should b&entially proportional to the squared acoustic particle veloc-
particularly the case for the/2 water layer arrangement with ity, which is in its turn linearly proportional to the acoustic
1 mm thick (\/2 rather tham\/4) glass reflector. This appar- pressure amplitude and the voltage applied to a
ently led to the situation where in addition to a node at whichtransducet!*®
the particles concentrated there was an anti-node in the axial The streaming pattern observed and its radial and pres-
pressure profile within the water layefhe DRF, drove par-  sure dependence are consistent with results recently reported
ticles in opposite directions away from the anti-node so thafor a rectangular field/2 chamber designed to give a single
some concentrated near the wall. central large particle aggregateOne can conclude that even

TABLE Il. Streaming velocity obtained in experiments and calculated with
the Rayleigh model.

In order to estimate how the experimental results in the
cylindrical chamber with fixed depth correlate with a Ray-

B. Rayleigh-type streaming in the cylindrical field

Acoustic pressure Calculated average Measured average
amplitude, Rayleigh streaming velocity, streaming velocity,

leigh micro—streaming pattern, the velocities obtai_ned in th_e kPa ums ! umst
experiment were compared to the average streaming velocity
in a nodal plane calculated with the Rayleigh model. While 228 gg 122

the streaming pattern in the node plane observed in the ex- 520 66 166
periments was symmetrical to the central point and matched
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TABLE lIl. Estimates of the Stokes drag and the centrifugal force operating on a particle with tangeraral
radial vg velocity orbiting in thex-y plane vortices.

Pressure amplitude v VR Annular radius ~ Stokes dragFs Centrifugal
(kPa (pms™  (umsh r (um) (pN) force (pN)
310 100 6 270 5K 10 2 9.7x 10 %
600 590 20 300 17.X 1072 3.1x 1078

though the assumptions made by Rayleigh for his modetero, and the frequency as 2.9 MHz the valuePgfworks

were not fully met in these experiments, it is still reasonableout as 690 kPa. This estimate is of the same order of mag-

to use the model as a guide. nitude as the pressure measured in the node plane by the
levitation techniqué600 kPa, methods above

C. General particle movement within hydrodynamic

vortices D. Vortex development in or at a small angle to the

-y plane (""Vor) and particle redistribution

The 1.0 umdiam latex beads were employed here as™ .~ . .
within those vortices

tracers to detect flow velocities by the PIV method. How-
ever, it is clear, since these particles become redistributed The presence of Rayleigh-type vortices is associated
within vortices in, or at a small angle to, they plane as with energy dissipation at the liquid—solid interfaces. How-
sonication continues\Mory.y, Figs. 6 and Y, that they are ever, the stable vortex streaming patterns shown in Figs. 6
experiencing significant forces within the vortices. and 7 were not hydrodynamically linked to the walls of the
It is known in the nonacoustic context that particle resonator and, therefore, do not have their origins in Ray-
movement within a vortex can arise through centrifugal forcdeigh or Schlicting streaming. The energy absorption re-
driving the circulating particles outwards from the vortex quired to maintain/ory_y circulation could not come from a
center or through an inward centripetal force when particlepure standing wave, therefore, the field necessarily has a
have a density greater or less than that of the suspendirtgavelling wave components either in one or both directions
phase, respectivef§. The tangential ¢;) or radial compo- parallel or perpendicular to the transducer plane. It has been
nents (r) of the microparticle velocity during development shown elsewhere that conventional “quartz win@ckar)
of the orbital toroid in Fig. 7 are given in Table lll. The streaming is suppressed in short path length ultrasonic reso-
Stokes drad- on the particles that move across the streamnators in a 3.3 MHz sound fiefd.The present work suggests
lines with a velocityvg is given by that cavitation can be ruled out as the cause of the described
vortices. At the beginning of each experiment no air bubbles
©® were observed in the chambers, nor did the duri
, y appear during
where 7 is the viscosity of the liquid and is the radius of the experimental runs when the streaming vortices were well
the sphereF is shown for two measured velocities in Table established. This is consistent with the results obtained from
[ll. The centrifugal force on a particle of buoyant masgat ~ monitoring the acoustic field with a hydrophone in a simi-
a distancer from the center of curvature of the path of a larly designed chamber and in the same range of frequencies

Fs=6mnavg,

particle with tangential velocity is given by and acoustic pressure amplitudddt was shown that no
E = 2 cavitation activity occurred in that chamber unless contrast
c=Mmgvi/r. (4) . .
agent bubbles were purposely introduced into the system.
The path is approximated here as a circle ame@comes the Time independent flows in sonicated liquids have been

distance from the center of the vortex. It can be seen fronextensively studied®>*° Nyborg**® pointed out many
Table Il that the centrifugal force operating on the particle isyears ago that in general a torque is exerted on any volume
many orders of magnitude too small to account for the moveef a sonicated liquid even when the latter is homogeneous.
ment of particles to the path of high particle concentrationThe time-averaged torqueon a spherical element about its
(Fig. 7). Neither, for the present situation where particle andcenter is given by
fluid densities are essentially constant, does centrifugal force L= (1/2pg)V X F ®)
accommodate the option of radially inwards or outwards Po ’
movements of particles. wherel is the moment of inertia of the sphere about its center
It is reasonable to assume that the mechanism of particland F is a force per unit volume. The magnitude Pfand,
re-distribution in the vortices originates from the nonunifor- therefore, of the torque depends only on the first order ve-
mities in the lateral acoustic pressure profile. The narrowocity u and tends to be large wheteis nonuniform, e.g.,
annular concentration in the plane of the larger crossnear the edge of a beam or an edge of an obstacle in the field.
sectional area of the oblate spheroid developed from particlévhile two- or three-dimensionalD or 3D) pressure and
movement outwards from the cent@¥ig. 7). The order of velocity distributions in real operational nominally “plane”
magnitude of the acoustic pressure amplitude required tetanding waves have not yet been determined for short path
drive the individual 1um particles radially outwards was length chambers, the origin of radiation torque distributions
estimated as follows. The radiation force orufn particle  which drive the vortices is not known. In the following we
was taken as that for a harmonic plane standing wave, as idiscuss the redistribution of particles that occurs when these
Eqg. (1). When the pressure at the particle ring was taken asortices are present.
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Fa | | | | force on 1um particles cannot overcome convective stream-
| | | | ing and they are swept from the axial region. However, we
| | | | go on to show that where smaller scale vorti€gsare pro-

0 -— = -— = '1 Z duced the radiation force on Am particles determines the
i\/i : I s position that the particles occupy in those vortices.
I
1 1 I

PA PN PA PN PA V. CONCLUSIONS

FIG. 9. Direct radiation force variation along sound beam axis for a plane Radially symmetric flow from the center of the node
standing wave; arrows show the directions of micro-particle migration to-p|a_ne RL) in the \/2 cylindrical chamber was analyzed by
wards pressure nodes. . .. .
PIV. The streaming velocities as well as their dependence on
distance and squared acoustic pressure amplitude, were con-
The axial direct radiation force that acts on suspendedistent with the Rayleigh model. Rayleigh-type vortices in
particles in an ideal plane standing wave field is described bwhich the 1um particles streamed radially towards or away
Eq. (1). Its variation along the sound beam axis is shown infrom the centres of small areaR§) were observed in the
Fig. 9. Although the force is zero near both pressure nodepressure node plane af4 second cylindrical resonator. At
and anti-nodes, a stable equilibrium occurs only near presy/2 channel depth of this and of a rectangular chamber vor-
sure noded:* Experimental studié8 have shown that the tices developed away from the walls in planes parallel to the
acoustic pressure in a real anti-nodal planes is not constarttansducer planevory.y). Particles in these vortices became
but has a complex distribution with minima and maxima.redistributed and formed either a clump at the center or a
Since the chambers employed in the present work are of théng rotating about the vortex center. The results suggest that
order of 10 wavelengths in the transverse dimension, there i$ie lateral acoustic pressure gradients determined the redis-
likely to be some variation in radiation across the face of thearibution of particles in the vortices.
transducers. The experimental results of the present work It follows from the above that, for th¥ory_, situation
then may be explained by a lateral radiation force variatiorof rows 4 and 5 of Table I, concentration ofudn particles
having the same spatially periodic dependence as that shovarises from radiation pressure and does not per se depend on
in Fig. 9. The lateral radiation force drives particles towardsstreaming. The vortices are often associated with local pres-
the stable pressure node positions and away from pressusgrre patterns capable of concentrating particles but particle
anti-nodes. The redistribution of particles in the vorticesconcentration can occur in the absence of strear(fimg 5
(VMory.y, Figs. 6 and Yis then consistent with a vortex hav- and Vory., can occur without particle concentratigBec.
ing a center at a local pressure minimum when particlesl B 2).
clump at the centefFig. 6) and with a local pressure maxi-
mum when they move to an orbital pathig. 7). The impli- ACKNOWLEDGMENTS
cation that orbital toroids are at pressure minima is supported
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A new class of simple, highly efficient, cylindrical acoustic concentration devices has been
developed based upon cylindricadr near cylindrical geometries|[Kaduchaket al,, Rev. Sci.
Instrum. 73, 1332-1336(2002] for aerosol concentration applications. The concentrators are
constructed from single PZT tubes driven at or near the breathing mode resonance. Acoustic
concentration of aerosols is performed within the tube cavity. It has been found that slight
modifications to the cylindrical cavity geometry can significantly increase the collection efficiency
and assist in precise particle positioning. This paper analyzes the theoretical framework for the
acoustic concentration of particles in these devices for various geometrical perturbations. The cavity
geometries studied af&) hollow cylindrical piezoelectric tubd&2) hollow piezoelectric tube with

an inner concentric solid cylinder inse(B) a hollow piezoelectric tube with a concentric elliptic
insert which breaks the circular-cylindrical symmetry, a@ a hollow elliptic cylindrical
piezoelectric tube. It is shown that breaking the circular symmetry within the cavity localizes the
particles in small spatial regions within the cavity. This localization of particles may be very useful
in applications requiring aerosol collection or particle stream positioning.2084 Acoustical
Society of America.[DOI: 10.1121/1.1785613

PACS numbers: 43.25.Uv, 43.25.Qp, 43.25[@FH] Pages: 1967-1974

I. INTRODUCTION the spatial distribution of concentrated particles, thereby sub-
stantially increasing the concentration efficiency and result-
Detection, identification, and separation of aerosols havéng in a significant simplification of the particle collection
applications in a wide variety of fields. Particle size, sizeapparatus. In this paper, a theoretical basis for the cylindrical
distribution, and composition are quantities that are imporacoustic levitator and the effects of symmetry breaking are
tant to many researchers, from those studying the environgiven. It addresses the acoustic wave field in the resonant
mental impact of industrial smog to military specialists de-cavity and describes the resultant force fields for both cavi-
tecting the presence of chemical or biological warfare agentges of cylindrical symmetry and cavities of lower order sym-
in the air. Most aerosol detection devicgsarticle sizers, metry. More specifically, details of acoustic concentration of
optical classifiers, etpyield higher detection sensitivities if particles in devices of various geometries are presertied:
they are given higher aerosol concentrations at the detectaircular cylinder,(2) circular cylinder with concentric cylin-
In addition, particle laden exhaust streams may be “cleaneddrical insert,(3) circular cylinder with concentric elliptic in-
by separating and collecting particles that are consideregert, and4) elliptic cylindrical cavity.
harmful to the environment. The present research investi-
gates a new class of aerosol concentrators that are based on
cylindrical, acoustic resonatots? It is anticipated that this Il. THE CONCENTRATION EORCE
type of device can be implemented to increase the concen-
tration of aerosol particles at collection points for increased |t is well known that, in a standing acoustical wave, an
sensitivity of in-line aerosol detectors and also for efficientacoustic radiation force acts on a spherical parficfeAs
separation of aerosols from flow streafsse Fig. 1 was shown by Gor’ka¥and others, this force results from
Previous experimental work on low-power cylindrical the interference of the incident standing wave and the wave
acoustic concentrators demonstrated the concentration efigcattered by the particle. Following Gor’kB\Barmatz and
ciency in a near perfect cylindrical cavity’ This work  Collad® developed a general theory to derive acoustical
showed that extremely efficient, low power concentration ismodes for various geometries of acoustical cavities. This
possible by implementing a PZT tube to serve as both théheory~1° assumes that the sizR, of the particles to be
cylindrical cavity as well as the acoustic driving source. Itconcentrated is many times smaller than the wavelength
was followed by findings that showed the advantages othe acoustic field in a fluid medium. It also assumes that the
breaking the circular symmetry of the resonant catfty. amplitude of the acoustic wave is small. In particular, the
Symmetry breaking showed tremendous value in decreasingelocity amplitude of the particle is much smaller than the
sound speed in the fluid. Moreover, a low concentration of
Author to whom correspondence should be addressed. Electronic maifn€ particles is considered and multiple scattering of the
kaduchak@lanl.gov acoustic waves by the particles is negligible. We also con-
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As follows from Eq. (2) the force F is potential, F
= —gradU(r), and the potential energy of a particle is

. U(r)=Ug
hollow PZT circular
tube tuning rod

2 —
——®2— 0?2, (3)
3s%3 ° °

whereUo=mpR3v§ is the characteristic potential energy of
a particle andv, is the amplitude of the transducer wall
velocity.

On the rhs of Eq(3) the first term is positive and the
(d) second is negative or zero. Therefore the minima of the po-

tential energy are located at points where the acoustic veloc-

ity v is high. No minimum ofU(r) can exist at a point
where, by symmetry=0 (like the center of a circular cyl-
inder when driven in an axisymmetric mode

Considering the fluid ideal is a common approximation
in the theory of the force acting on the particle, including the
theory in Ref. 8the effect of the fluid viscosity on this force
was studied by Doiniko\#'3. The dropping of viscosity and
other irreversible losses results in the infinite growth of the
FIG. 1. The schematic design of the concentrating dev@eCircular cyl- particle potential well depth as the freq_uenc_y app_roaCheS_the
inder. (b) Circular cylinder with an inner circular cylindrical insertiofc) exact resonance frequency. However, in fluids with low vis-
Circular cylindrical tube with a coaxial elliptic insertion inside) Hollow cosity, e.g., air, and at frequencies used in our experiments,
elliptic cylindrical tube. its effect cannot significantly alter the geometry of the poten-
tial relief U(r) and the qualitative features of the particles’

elliptic
tuning rod

hollow, elliptic
cross section
PZT tube

sider below only spherical particles and do not analyze th&oncentration.
effects of the deviation of the particles’ geometry from a
spherical one.

When the amplitude of the fluid oscillation is smaller
than the dimension of the particle, the motion of the fluid
around the particle is potenttal(the velocityv is curlless,
curl v=0). Then the velocityv(r,t)=grad®(r,t) where
:Ir)]ér\;\tl;\;z ter::]i;/t? é%c;g/bp;(;tgr;ga;;(;'rfg;a;ﬁ\évi afnot:tisezl?r?ct)e?rr(:]fs _ We consider in this section the concentration of particles

of this potential. The solution to the wave equationdocan in a hollow piezoelectric cylinder. It is included into this

be expressed as a sum of the wave in the absence of particl,?%eser;tat'on prtlmtanly forr] com_plelztgrzgfsl.?A %ﬁgram tohf this
(subscript 0 and the scattered wavsubscript sg ype of concentrator 1S snown In Figial. R andi, are the

inner and outer radius, respectively. We assume the proper-
D(r,t)=Dy(r,t) +DJr,t). (1) ties of the tube’s wall to be uniform. The inner and outer
surfaces are uniformly metallized to form electrodes. For this
The goal of the theory is to express the scattered wave igituation, the eigenmodes generated in the fluid are purely
terms of the incident standing wave and, finally, to expressadial vibrations: acoustifluid) velocity, v, and the velocity
the force in terms of the standing wave potenfigfr,t) and  potential, ®, depend on the radial variableonly. Conse-

lIl. PARTICLE CONCENTRATION IN A CIRCULAR-
CYLINDRICAL TUBE

acoustic velocity(r,t) in the absence of particles. quently, the solution of the wave equation for the Fourier
The component§; of the forceF acting on a spherical amplitude ®(r,w) is proportional to the Bessel function
particle are given & Jo(kr), wherek=w/s, and the only component of the ve-

locity is v,=d®/drocJ (kr). The only component of the
force, F, acting on the particle is directed along the radius,
F=F,(r). This force concentrates the particles in rings cor-
responding to the minima of the potential enetdfr) [Eq.
Herep is the mass density of the fluid in which the particles(3)].

are suspendeds is the sound speed in the fluidy, The radial vibrations of the fluid in the cylindrical cavity
=477Rg/3 is the volume of the particle of radi,, upper are determined by the velocity amplitude of the oscillating
dot stands for time derivative, and the upper bar means auransducer wally 5, and the proximity of the wall oscillation
eraging over time. In aip ands are much smaller than the frequencyf to the transducer resonance frequerigy. At
corresponding quantities in the particlgs, (@nds,). There-  the inner wall(radiusR) the velocities of the fluid and of the
fore the factors in Ref. 8 depending on the ratidg, and  transducer surface are equal. Therefore, in the fluid, the po-
s/s, are close to unity and are omitted in E@). tential and the velocity can be expressed as

)

1
Fi:_zpvpvi ? 0 2
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FIG. 2. Calculated potential energy of a particle in air under acoustical vibration of the devicday&ircular cylinder,R=0.845 cm,f=66.7 kHz. (b)

Circular cylinder R=1.96 cm) with an inner circular cylindrical insertiofR{=0.61 cm), f=23.2 kHz. (c) Circular cylindrical tube R=1.96 cm) with a
coaxial elliptic insertion inside &,=1.265 cm,a,=1.2 cm), f=23.2 kHz. The number of cylindrical harmonics retaineg,=10. (d) Hollow elliptic

cylindrical tube @,=0.9063 cm,a,=0.8642 cm,a, /a,=0.954),f=63.06 kHz(close to resonange

Jo(kr) Jy(kr) energy minima positions described by Figa)2 The tube has
—J (kR Ur(f,w)ZvoJ(—kR)- (4 an inner radius ofR=0.845cm and is operating near its
! breathing mode resonance of 66.7 kHz. It is the same tube

The potential energy of a spherical particle of radRyEq.  ysed in Figs. 3 and 4 of Ref. 1.
(3)] equals

D(r, w)——

2 IV. PARTICLE CONCENTRATION IN A CYLINDRICAL
gJé(kr)—Jf(kr) TUBE WITH AN INNER COAXIAL TUNING ROD
U(r)=Uq kR : (5 It is instructive to note that it is possible to “tune” the
1

internal geometry of the tube to a desired number of pressure

The depth of the potential wells where the particles arenodes. This can be done by including a rigid, coaxial rod
concentrated depends on the proximity to the resonance fréasert inside the cavity of the tube. For the present concen-
quency of the piezoelectric cylinder and on the acoustiarator geometry, the fluid with particles flows in the annular
losses in the devicée.g., losses in the transducer, radiationspace between the hollow piezoelectric cylinder’s inner walll
into the air outside the transducer, losses in the air inside th@adius R) and a coaxial, non-piezoelectric solid cylinder
transducer, losses due to open ends of the cylinden. etc(rod) of radiusR,<R as shown in Fig. (b). The radius of
Since we have not taken into account these losses, the nthe inner rod may be machined to adjust the resonance fre-
merical results forU(r) show the geometryrelief) of the  quency of the fluide.g., ai) in the annular space to match
potential reasonably well but the depth of the potential wellshe transducer resonance frequerigy. In this device, the
only qualitatively. Figure @) illustrates the calculated par- solutions to the equation for the Fourier amplitude of the
ticle potential energy in a circular cylinder-transducer. function ®(r,t) is a sum of two Bessel functions:

Figure 3a) displays a PZT tube with the wavefield de-
scribed by Fig. 2a). Water vapor from a commercial ultra- O(r,0)=ayJo(kn) +ayYo(kr), v =d®(r)/dr. (6)
sonic humidifier is pumped into the tube’s inner cavity and it At the surface of the inner cylinder=R,, the radial
is immediately transported to three nodal positions that formvelocity v, =0 and atr=R it equalsv,=v,. From these
three concentric rings. The rings correspond to the potentidboundary conditions we obtain the coefficielatsand ay .
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The amplitudes of the velocity potential and the velocity in Y 1(KRy)J;(kr)—J(KRy) Y4 (kr)

the fluid between the two cylinders equal vr(r’w):UOJl(kR)Yl(kRz)—Yl(kR)Jl(kRz) : (7)
d(r,w)= Yo — Y1(KRp)Jo(kr) + J1(KRp) Yo(kr) The dimensionless potential energy of the particles fol-
' k' J1(KR)Y1(KRy) = Y1(kR)J1(kRy) lows from Egs.(3) and (7):
2 2 2
U 1 §[Jl(kRz)Yo(kr)_Yl(kRz)Jo(kr)] —[Y1(kRy)J1(kr) —J1(KRy) Y4(kr)]
= 8
Uo 2 [31(KR)Y1(kRy) = Y1(kR)J1(KR)]? ®

The resonance condition in the fluid between the twdliptical surface of the insertion is zero at its surface. The rigid
cylinders is satisfied when the denominator in E§$.and  body is acting as an acoustic mirror. The problem is not
(8) is zero. For a transducer with inner radiBs=1.96cm trivial due to different symmetry of the two boundaries: cir-
operating at a breathing mode resonancd gf=23.2kHz, cular and elliptical. It is convenient to use, for the boundary
the resonance in air occurs Rj=1.224 cm. The difference condition at the surface of the insertion, the elliptical coor-
R—R,=0.7345cm is close to half wavelength in airfai. dinates,u andw, which are connected with the polar coordi-
Figure Zb) shows the calculated potential where one potennates,r and ¢, by equations
tial well between the inner wall of the tube and the coaxial :

r=ay/costf u—sirfw,

insert exists. Experimental data for this configuration is tang =tanhu tanw. (10
given in Sec. IV of Ref. 1. The half-axes equalay=acosh() and a,=asinh(y),
whereuy is the value of coordinate that corresponds to the
V. SYMMETRY BREAKING: ELLIPTICAL COAXIAL surface of the elliptical insertion, arsd= \/axz—ay2 is the dis-
INSERT tance between the center of the ellipse and any of its two

. . . JOCi'
For good spatial resolution of the region of concentrate . . . .
; ; It is convenient to seek the velocity potential as an ex-
aerosol, the process of symmetry breaking the cavity proves:ansion in the products of Bessel functionk,(kr) and
quite powerful. Up to this point, the piezoelectric tube has” b

; iM .
been driven in an axisymmetric structural mode coupled toY""(kr)’ and functionse™

an axisymmetric gas mode in the tube’s air-filled cavity. The te

overall result has been that the particles are forced into a ®(r,,0)= 2> [ay Iy (kr)

cross-sectional geometry defined by concentric rings. By M=o

symmetry breaking the geometry of the cavity it is possible +bMIYM,(kr)]eiM’¢' (11)

to collapse the dimension of the collection “rings” down to _

localized geometries that are more representative of colledvultiplying the radial derivative of>(r, ¢, ) by e~ ¢ and

tion “points.” integrating it over the polar anglé from ¢=0 up to 2r
Consider a Cy|indrica| PZT tube-transducer with a Co-yi9|ds the first bOUndary condition on radial VelOCity rat

axial rigid body (insertion inside. Let the cross section of =R:

the insertion be elliptic as shown in Fig(cL The ellipse is / / _

determined by the equation In(kR)aw+ Yy (kR)Dy = (vo/k) Gy o- 12

5 Here prime denotes differentiation with respect to the argu-

.y _ 1 ) mentkr of the function. Using these equations we can elimi-
2 27 ici :
a; a nate the coefficientby, :
wherea, anda, are the half-axes of the ellipse,(>a,). —JIu(kR)ay+(vo/K) Sy 0
The problem we address here is how the particles, immersed BPm= Y (kR) (13
in the fluid (e.g., aiy, are concentrated under vibrations of M
the cylindrical transducer wall in the presence of the ellipti-Substitution of this equation into E¢l1) yields
cal insertion. .
Since all quantities are independent of the coordizate O(r b, w) = @[ Yo(Kr) n am
along the cylinder axis the problem is two-dimensional in the™ * '’ k Yo(kR) M= volk
XY plane. The potential of the velocity (x,y,w) in the fluid
satisfies the 2D wave equatioA® +k>d =0, where k Ju(kR) -
=wls. The boundary conditions ar@l) at the transducer X1 Im(kr)— Y (kR) Yu(kr) |eM?r. (14
M

wall (r=R) the normal component of the velocity,
=V,® isvg and is independent of the polar angleand(2) It is convenient, for numerical solution, to write the sum
the component of the velocity,,=V,®, normal to the el- in Eq.(14) as a sum over non-negative numbbtonly:
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grad, ®=

1 a@)
u=u

NGy, U

1 (acb ar+a¢a¢)
Vauu(ug) L dr du - d¢ au

Here,g,,= a?(sinf? u+sirfw) is the component of the met-
ric tensor. The derivativegdr/du and d¢/du are easily cal-

0

=0. (17)

’ culated:
= X o . .
concentrated A , U =a/sinff(ug) +sirf ¢,
aerosol . P71 O u=u,
. (18
(ﬁq&) _sin(2¢)
Ju u=u, sinh(2ug)
elliptic
tuning rod Substitution of these equations into E47) yields
i i b sin2¢) oD
a\/sml”?(u0)+sm2 ¢7 + WZUO) ﬁ—o (29
The conditionu=ug couples the variablesand ¢:
kacoshug)
kr(¢)= _ _ : (20)
concentrated V1+sir? ¢/sint?(ug)

aerosol _ PZT tube

After substitution of Eq.15) andr=r(¢) the second
boundary condition takes the form
FIG. 3. () Water vapor is pumped into a PZT tube corresponding to the
cavity design in Fig. (@). The aerosol is concentrated into three rindps. 1 i

Water vapor is pumped into a PZT tube corresponding to the cavity design- go( ¢)Co+ Z [gu(Pp)coEM ¢)—M hM(¢)
in Fig. 1(c). The aerosol is concentrated near a single nodal position alon@ M=1

the minor axis of the elliptical insert.

Xsin(M @) ey +[gm(P)sin(M ¢)
+Mhy(¢)cogM @) [sy=Tf(¢), (21

Ug Yo(kr) 1 Jé(kR)
¢(r’¢'w):?lY’(kR)+§Co JO(kr)_Y’(kR) Yo(kr)] where
0 0
. gu( @) =kaysintf ug+sir? ¢
+ME:1 [Cy COIM ) + Sy SINM @) ] , Ju(kR)
X| Iulkr()]——; Yulkr(¢)]|,
31 (kR Yiu(kR)
X JM(kr)—Y&A(kR)YM(kr) ] (15) i  sin2g)
m(b)= sinh(2ug)
Here _J,(,l(kR)
x| Iulkr(¢)] YM(kR)YM[kr(qb)]. (22)
Cayt(-DMa_y  ay—(-DMa_y _ __Yilkr(¢)]
CM—T, SM—IT. f(¢)=—\/smh2(u0)+smz¢w.

(16)
In order to replace Eq21) by an algebraic equation we
have to multiply Eq.(21) first by cosM¢) (with M=0,...),
In deriving Eqgs.(15 and (16) we used the relationships then by sin1¢) (with M=1,...) and integrate each of these
Z_w=(—1)Mz,,, whereZ,, is any Bessel function. The two equations fromp=—1 to ¢=m. The coefficients with

coefficientsy=0. cy andsy, are, respectively, even and odd functions¢of
The second boundary conditidat u=ug) can be writ-  The functionf(¢) is an even function ofh. We obtain two
ten as follows: uncoupled system of equations, oy andsy, . The first is
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°C VI. ELLIPTIC CAVITY CONCENTRATOR

dy mcu =f M=0,1,..), 23
Mrzzo MMM m ) @3 Consider a hollow elliptic cylinder of piezoelectric ce-
Where ramics. Leta, and a, be the half-axes of the ellipsea

>a,) as shown in Fig. @). The parametea= \/axz—ayz. In
17 elliptic coordinatesu (0O<u<®=) and w (0<w<2), ay

dvo=7 fo dégo($)codM¢), =acosh(), a,=asinh(p), i.e., u=u, corresponds to the

ellipse boundary. The wave equation for the velocity poten-

2 (= . tial, A®+k2d =0, takes the following form in the coordi-
dM,M’_;jO délgu (p)cogM’ @) nates of an elliptic cylinder:
—M’hy:()sin(M’ ¢)JcogsM ¢), 249  Fo(u,w,0) . 7P (U, W, )
2 ([ au? ow?
fu== | "dat(grcoama).
0 +4q[sint? u+sirf w]®(u,w,»)=0, (27)

It is an inhomogeneous linear system. The equationsjor where q=(ka)%/4. The variables can be easily separated.

comprise a homogeneous system which has nonzero SOILf"he solutions to Eq(27) are products of two Mathieu func-

tions only when the determinant of its matrix is zero. There_tions, one depending o, the second o151 the sys-
fore we may takes,;=0.

i . tem under consideration the velocity of the vibrating piezo-
In the numerical calculation onlgy,>1 numbersM are electric wall(amplitudev) is, at any point, perpendicular to
retained M,M’'=0,1,...ny,—1) in Eq. (23 for cy. The P or = y point, perp

i . s the surfaceu=ugy, and the vibrations of all points are syn-
foundcy should be substituted into EGLS): chronousicommon phase Therefore, the dependence of the

vo | Yo(kr) solution onw must be periodic. We must choose between
D(r,p,0)= T lva T 2C Jo(kr) four types of periodical Mathieu functions wf which differ
Yo(kR) by the parity and the periodr or 27. The two components
/ % of the velocity argthe frequency argument is omitped
_ kR k) [+ ¢, cogM )
Yy(kR) ° =1 M 1 I (u,w)
vy(u,w) =V, (u,w)= - . ,
3 (kR) aysinlfu+sifw W
X[ Ju(kr)— ==Y, (kr) ) (25) (28)
Yu(kR) 1 a®(u,w)
. . vu(U,W) =V, @ (u,w) = —= . :
The velocity components of the fluid equal aysinfu+sifw  du
Yi(kr) 1 Jo(kR) The velocity v,(u,w) must be the same at the opposite
M vy R - Yi(KR) Ya(kr) |co points of the ellipse. It means that the periodbgfu,w) in w
0 0 is 7~ and the dependence &f(u,w) must be even and peri-
” I (KR) odic inw with period. The solutions to Eq27) that satisfy
+ E cogM )| Iy, (kr)— ; MACGICE these symmetry requirements are the products of Mathieu
M=1 Yu(kR) functions: ce,(W,q)Ceon(u,q), where n=0,2/4,....
1 (26)  They are solutions to the equations
V= —vo— >, McysinMe) ,
r M=1 d“ceon
> + [ ham— 2 cOS 2W) ]cesn(W,q) =0,
Jiu(kR) dw
X | Iu(kr)—— Yu(kr)|. (29
Yu(kR) d’Ce,,, )
) . , . _— -2 2u)]C ,q)=0.
Using these equations and H8) one can find the potential du? [ham—2q cosh2u) ]Cexm(u,q)
energy of a particle at any point between the transducer wall
and the elliptic insertion. The functionsce,,,(w) are even and periodic, with periart

The results are presented in Figc2 Due to broken Only at definite characteristic valuds,y,, of the separation
circular symmetry, the particles are concentrated in two narParameter. The corresponding modified Mathieu function,
row wells. The deepest parts of these wells have the form of€m(u,q), is obtained by replacing the argumewt in
symmetric arcs, each of which corresponds to a rather smafi€m(W,q) with iu where i is the imaginary unity:
polar angle. Remarkably, such drastic change of the potenti&f€2m(U,d) =Ccexn(iu,q).
energy geometry results from a small difference between the The solution which satisfies the boundary condition,
ellipse axes: &,—a,)/a,=0.051. Figure @) displays ex- vu(Uo,W)=vo, is sought as a series:
perimental results for the concentrator with elliptic insertion. o
The tub_e has the_same properties as the tube described in the D(UW) =008 D) arCem(W,q)Cerm(U,q), (30)
calculations leading up to Fig(®. m=0
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where a,, are dimensionless coefficients. The velocity nor-2(a) and 3a)] is significantly altered even when the ratio

mal to the transducer elliptic wall is given by the equation:

1 D (u,w)
V,®(u,w)== - . . (31
aysinffu+sirfw  du
The boundary condition is therefore
” cem(w, dCe(u,
2m(W,4) en(Ua|  _ @2

a
m=0 \/sinff(ug)+ St w du ‘U:Uo

Let us multiply both parts of this equation by
ceyn(W,q) Vsink(ug) +sirf(w) and integrate over the period
from w=0 to w= . Due to the orthogonality of the func-
tions ce,n(w,q) and ceyn(w) with n#m (in the interval
[0,7])* and to their normalization tor in the interval
[0,277]*° we obtain

2 Jgdween(w,q) Vsink(ug) +sirf w
A= [dCeyn(u,a)/dul,,

The components of the fluid velocity at any point ()
are

(33

= 08mCEm(W, ) Ceyn(u,q)

Jsint? u+sirfw '

EﬁzoamCGZm(WaQ)Ceém(uyq)

Jsinkf u+sirfw

vy(U,W)=uvg

(34)

vy(U,wW)=vg

a,/a,=0.95, i.e., close to unity. This slight alteration from
circular symmetry collapses the equipotential rings observed
in Fig. 2(a) into symmetrically located wells along th@Y
axis. The particles are thus concentrated within small areas
around each of the symmetrical minima on & axis (w
=1/2). At small frequencies when the wavelength s/f is

of the same order as the dimensions of the ellipse, there is
only one potential valley in each direction. Its absolute mini-
mum is always av=77/2 (OY axis). One can see the strong
effect of the ellipse eccentriciticircular symmetry breaking

and its ability for localization of the potential wells within
the cavity.

VII. SUMMARY AND CONCLUSIONS

The introduction of hollow piezoelectric transducer-
containers opens up new vistas in the technique of particle
concentration in fluids by acoustic vibrations. By solving the
problems of concentration in a cylindrical transducer with an
elliptic insertion(Sec. Vj and in an elliptic transducedSec.

VI) we have shown that the relief of the particle’s energy in
the acoustic field is extremely sensitive to the symmetry
breaking of the device. The circular energy valldyslls)

and rings of concentrated particles in devices with circular
symmetry are reduced effectively to localized symmetric val-
leys occupying small areas in the case of elliptic symmetry
even if the ellipse eccentricity is only several percesecs.

V and VI). This favors the concentration of particles in much

The primes stand for differentiation with respect to the argusmaller volumes of the fluid, increasing the efficiency of the

ment.

The potential energy of a spherical particle inside the

elliptical transducer-container equdkee Eq(3)]:

2 2 )
U(u,w)=Uq vg(u,w) g (u,w)

3

8q(CI>(u,W)

an US

(39
HereU,=mpRv§ (see Sec. Il
At small w—0 andu—0 the Mathieu functions are,
respectively,

Ceum(W,0)~Ceyy(0,0)[ 1= 3(ham— 20)W2],
Cepm(u,q)~Ceyn(0,a)[ 1+ 3(ham—29)u?].

Since Ce,,(0,) =ce,m(0,g) we have alscCe,,(0,9) =0.

The parameteh,,, and the functiorce,,(w) can be found
numerically. Ash,,, is known, the functiorCe,,(u) is eas-
ily found by integration of the second E9).

No divergence occurs in Eq34) at u=0, sinw=0
(these points correspond to the foci of the ellipse: = a,
y=0). Using the equatiore,,(0,)=Ce,,(0,q) one ob-
tains

(36)

U(an):Uomz:O an[c€m(0,9)1180/3— (hym—20)2].
37

We now discuss some results of numerical calculations

shown in Fig. 2d). The circular symmetry of the valleys
(rings) characteristic for circular cylindef$ec. Il and Figs.
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device.

The calculations presented above show that the number
of potential energy minima grows with frequency. The most
convenient work frequency for concentration of particles is
the lowest resonance when the sound wavelength is of the
same order as the radius of the piezoelectric transducer-
container. The calculations are in satisfactory qualitative
agreement with experimenténore detailed experimental
data will be published elsewhereThis agreement demon-
strates, in addition, the reliability of the basic theory of par-
ticle concentration by acoustic vibrations.
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Examination of coherent surface reflection coefficient (CSRC)
approximations in shallow water propagation
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The parabolic wave equatiqiPE) code of Rosenberfy). Acoust. Soc. Am105, 144—-153(1999]

is used as a benchmark to study acoustic propagation in an ocean waveguide with a rough air/water
interface. The PE results allow a close examination of the ability of a ray [¢@deGaussian RAy
Bundle (GRAB)] to accurately estimate coherent field propagation using a coherent reflection
coefficient derived from scattering theory. Comparison with PE implies that the Beckmann—
Spizzichino model, as given within the GRAB software package, does not give accurate predictions
of the coherent field at long ranges. Three other coherent reflection coefficient approximations are
tested: the perturbation, the small slope, and the Kirchhoff approximations. The small slope
approximation is the most accurate of the models tested. However, the Kirchhoff approximation is
perhaps accurate enough for some purposes and would be simpler to implement as a module within
GRAB. © 2004 Acoustical Society of AmericdDOI: 10.1121/1.178561]7

PACS numbers: 43.30.Cq, 43.30.Dr, 43.30.F8LB] Pages: 1975-1984

I. INTRODUCTION convenient analytic form for a 1-D roughness spectrum for
use with the PE propagation model. Individual surface wave

Ray-based methods are a common choice for modelingealizations based on this 1-D spectrum are used to deter-
acoustic propagation in the ocean when processing speedrisine PE results. For consistency the same 1-D spectrum is
essential. Often it is theoherentfield that is of interest and used with the scattering approximations in GRAB. The PE
losses in the coherent field as it interacts with the roughesults for the propagated field are coherently averaged be-
ocean surface or bottom must be addressed. One strategyfgge comparison with the inherently ensemble averaged re-
to use scattering theory to determine coherent reflection casults generated by GRAB when a CSRC is used.
efficients that are then incorporated into the ray calculations.  The particular form of a surface wave spectrum used in
Accurate determination of these coherent reflection coeffithis work has been chosen for convenience in making PE—
cients for shallow grazing angles is essential if one attempt&RAB comparisons. The spectrum gives a rough approxima-
to determine long range, shallow water propagation via rayion to fully developed sea surface wave spectra, and thus
codes. should be an adequate model for our purposes. However,

Here we examine acoustic propagation in a shallow wasince 1-D roughness spectra are necessary for these compari-
ter waveguide with a rough air/water interface and flat watersons, our spectrum model should not be taken to generally
sediment interface. The 1-D rough surface parabolic wavepply to ocean conditions. It must be emphasized that when
equation(PE) code of Rosenbetgs used as a benchmark to modeling propagation in the ocean, a 2-D roughness spec-
test the use of Coherent Surface Reflection Coefficigd®  trum should be used to determine the perturbation or small
RCs in the Gaussian RAy BundléGRAB) code? CSRCs  slope approximations for the CSRC.
are determined using three different scattering approxima-  Section Il describes some of the salient points of the
tions: the small slope, the perturbation, and the Kirchhoffcodes being used. Section Il compares PE and GRAB re-
approximations. In addition, the “Beckmann—Spizzichino” sults for a 50-m-deep shallow water waveguide out to ranges
model for CSRC, currently part of the GRAB software pack-of 20 km when both the air/water and water/sediment inter-
age, is also usedIt should be noted that the Beckmann— faces are flat. These results form a background against which
Spizzichino model as defined within GRAB is actually ato compare the results for rough air/water interfaces. Section
combination of a theoretical model and empirical resilts. IV gives details on the surface wave spectrum used and Sec.
The goal is to determine which, if any, allow a ray-basedV gives details on the CSRC models. Sections VI and VI
propagation model to accurately determine the coherent fielgompare results derived from PE and GRAB in order to de-
within the waveguide for acoustic frequencies in the 1-1dermine which of the CSRCs should be used in ray-based
kHz range(the so-called mid-frequency range codes. Section VIII summarizes.

The rough surface PE code and the small slope and per-
turbation scattering approximations require knowledge of thél. PROPAGATION CODES

;urfacg wave _spectrum. We use a simplified _version ofan  The two propagation codes used in the comparison here
isotropic 2-D Pierson—Moskowitz spectrum which leads t0 &,r¢ representative of separate classes of propagation models,
either wave or ray based. The PE cbika wave propaga-
dElectronic mail: williams@apl.washington.edu tion model that includes the interaction of the wave field
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with a single realization of a rough ocean surface. GRAB 20 km
a ray-based code that produces results that must be compared
with an average of PE results over an ensemble of rough
surface realizations. Below, the salient points of each model
relevant to the present effort are summarized. See Refs. 1 50m
and 2 for further details.

A
\

3.2 kHz source
10° mean grazing angle ¢, =1500 m/s
A. Gaussian ray bundle (GRAB) 20° beamwidth no absorption v
GRAB associates a “Gaussian ray bundle” of the form ¢ =1600 m/s
1 dB/)\ absorption
2 2
BOF (Z_ ZV) . i
V=——exp —0. (1) FIG. 1. Waveguide geometry, environmental parameters, and source char-
N2map,r g acteristics used for this study. The source has a Gaussian beampattern with

. . a 20° beamwidth. The center of the beam is aimed upward 10° above hori-
with each ray traced. In Eq1) ¥ denotes the pressure field zontal. All results except those of Sec. VII use a 3.2-kHz source. In Sec. VII

associated with a ray3, depends on the source, is the  a 6-kHz source is used.
depth(at the horizontal range being examinedof the 1th
ray traced,p, is the horizontal slownessg is a half- rough sea surface, the vertical grid used to represent the field
beamwidth and, most important heiléjncludes losses due at a given range is divided into two sections: a fine grid that
to volume attenuation and boundary reflections. The halfextends beyond the maximum range of surface height varia-
beamwidtho is given by tion, and a coarser grid elsewhere. The rough surface real-
1 ization obtained from the 1-D surface spectrum is then con-
o=z MaXAZAmN), @ verted to a stair-stepped surface by reassigning the surface
whereAz is the change in ray depth at a constant range dugpcation to be the nearest grid point on the fine grid. The
to a change in source angled,, whereAd, is the incre- acoustic boundary condition on the sea surface is enforced
ment in source angle used, and whers the wavelength at by setting the pressure to zero on the grid points that define
the field point. The choice implied in E@) is used to pre- the rough surface. Comparisons with integral equation re-
vent infinite field values near caustics, and was developedults show that this rough surface PE method yields accurate
empirically? The factory in Eq. (1) is chosen such that the results for forward scattering from typical sea surface
energy within a Gaussian ray bundle equals the energmughnesé,
within a geometric-acoustic ray tube. One way to implement  For the PE results shown, the coarse grid spacing was
geometric acoustic calculations is to identify the test ray thap.025 m and the fine grid extendedrit m above the mean
is closest to the field point as an eigenray and ugaléng  surface to 10 m belowinto the watey and had a grid spacing
with adjacent rays to determine spreading Jdsscalculate  smaller by a factor of 2. The range step was 1 m. These
received pressure. In the Gaussian ray bundle approach aticrements were determined by making depth grid spacing
bundles(there is a bundle associated with each ray tracedand range step successively smaller until no significant dif-
contribute at all depths but their amplitudes are weighted byerence in the pressure field was found between runs.
the Gaussian function in Eql). At a given range, all ray
bundles(note again that there is a ray bundle associated withj|. RAY MODEL/PE COMPARISONS FOR FLAT
each ray tracedthat have experienced the same number ofSURFACES
bottom and surface reflections are combined and interpreted
as an acoustic eigenray. Test cases shown in Ref. 2 |nd|cat
that this method can be quite accurate.
In the case of scattering from the rough ocean surfac
the goal is to determine, if possible, a coherent reflectlon

coefficient to incorporate intd’ that allows the acoustic
3 2 kHz is located mid-water-column in a 50-m waveguide.
propagation of the coherent field to be accurately approxi= N
mated. In what follows, accuracy is tested via compansonér he source has a Gaussian beampattern with a 20° beam-
' ' idth and the center of the beam is aimed upward 10° above

with ensemble-averaged results of the complex wave field . : : o
orizontal. The sound speed in the water is 1500 m/s and it is
from the rough surface PE of Rosenberg. The comparison Ig’lssumed that there is no attenuation. The sound speed in the
facilitated by the fact that GRAB allows user-defined tables P
of the reflection coefficientin dB) as a function of angle.

the sediment absorption is 1 dB/wavelength.
Therefore, different models can be used to generate these A primary requirement is the production of equivalent
tables and the results inserted without alteration of the P y req P 9

GRAB software package starting fields in the PE and GRAB calculations. It was found
’ that, in order to eliminate diffraction effects occurring in the
initial PE propagation of the Gaussian source, it sufficed to
use the field produced by ray theory at a horizontal range of
The rough surface PE code of Rosenbésgan exten- 40 m from the source as the starting PE field. Figure 2 shows
sion of the(flat surface wide angle PE code RAM devel- a comparison of the intensity profile at 500 m for GRAB
oped by Colling’ In order to account for the effects of a [Fig. 2a)], PE [Fig. 2(b)], and GRAB and PE overlaid on

Before proceeding to GRAB/PE comparisons for rough
ocean surfaces it is necessary to develop a baseline using flat
interfaces. The problem to be addressed is shown in Fig. 1.
or the present case the ocean surface and bottom are as-
umed to have flat interfaces. An acoustic source operating at

sediment is 1600 m/s, the sand/water density ratio is 2, and

B. Rough surface PE
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FIG. 2. The intensity profile at 500-m range for the

waveguide of Fig. 1, assuming both the ocean bottom

o] I e S 1 and surface are flata) GRAB, (b) PE, and(c) overlay
- of GRAB and PE. The agreement between models is
SBO e b g 7 very good with the main differences being in the re-
- gions of the deep nulls.
35 . By . o
....................... : A Y —
.......................................... 7Y R RN rvprren.re-.. SRR
50 : 5 50 .
-100 -80 -60  -100 -100 -80 -60
Intensity (dB)

each othefFig. 2(c)]. In both cases the source level was setguishable at 20 km. Thus, PE equation results are taken as
to 1 uPa rms(0 dB). The agreement is very good with the ground truth for the remainder of this paper.
main differences being in the regions of the deep nulls. A different type of comparison is appropriate to examine
Figure 3 shows intensity profiles for several more rangeiow well GRAB determines average transmission loss in the
in increments of 2.5 km out to 20 km. The comparisonswaveguide. Figure (4 shows 10 log, of the mean intensity
shown do not change significantly if smaller angular incre-(i.e., the average intensity computed over a vertical sbse
ments or more stringent “eigenray tolerancésiat is, inclu-  a function of range. Again PE and GRAB agreement deterio-
sion of lower amplitude pathsre used in GRAB. The gen- rates as the range increases but the maximum diffeféfige
eral trend is for the GRAB/PE agreement to deteriorate withd(b)] is less than 1 dB for the range plotted. The difference in
range. The remaining question of which code is correct wagig. 4b) must be taken into account in determining which
answered by use of a mode equation soldtifan the same CSRC model is the most accurate when the ocean surface is
problem. The mode equation and PE results are indistinrough.

2.5km 5 km 7.5 km 10 km

!

FIG. 3. Comparison of GRARBsolid
50 ) 50 50 lines) and PE(dashed linesintensity
-120 -100 -80 -120 -100 -80  -120 -100 -80  -120 -10! -80 profiles for ranges from 2.5 to 20 km.
Interfaces are assumed to be flat. The
general trend is for the GRAB/PE

12.5 km 15 km 17.5 km 20 km agreement to deteriorate with range.
0 = 0 ; L . 0 — Comparisons with mode equation re-
2! } -*} sults imply that PE results can be con-
10 ; 10 i 10 < 10 sidered ground truth.
o0 e éfz Pt
~ e \ \ N>
-20 -20 -20 s, -20 e Fng
€ .-.::'; e )
: « .l‘\' a - :
30 -30 3 -30 <
> § R
7/
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<70 whereh is the rms wave height. When E@}) is substituted

\a) into Eq. (5) one obtains
80
g \\ he=—" ®)
> 4K2’
2 .90 < ] L
_% e This result is the same as would be derived using the full
5_100__ - o Pierson—Moskowitz spectrufiEq. (3)].
There is not a unique prescription for defining a 1-D
roughness spectrum from a 2-D spectrum for application to
-103 s 10 15 20 scattering problems. Here we define the 1-D spectrum as

W(KX)=fW(K)de. (7)
b
) Surface realizations obtained from this 1-D spectrum will
GRAB minusPE correspond to 1-D cuts through 2-D surface realizations ob-
tained from the 2-D spectrun(iThis prescription differs from
that used in Ref. 5.Substitution of Eq(4) into Eq.(7) gives

e
n

Intensity Difference (dB)
(=)

a
o \/\‘-/\/V\/\_/\- W(K,)= —8|Kx|3 F(Ky) for |[Ky <K,
®
-1 a
0 5 10 15 20 WK =|<——3| for [KJ>K,
Range (km) 8| Kx|
FIG. 4. (a) PE (dashed linpand GRAB(solid line) mean intensitiegi.e.,, ~ With
10 log,, of the average intensity computed over a vertical $lisea function 5 5
of range. As in Fig. 3, PE and GRAB agreement deteriorates as the range . |Kx| |Kx| VKL =K%
increases(b) Difference between the PE and GRAB curves in Fig) 4The F(Ky= P arcsi K|~ K2 . 9
maximum difference is less than 1 dB for the range plotted. L L

Equations(8) and (9) were used to determine individual re-
IV. SIMPLE OCEAN SURFACE WAVE SPECTRUM alizations of the surface wave fiélébr the PE calculations
MODEL and to calculate the CSRC for the small slope and perturba-
tion approximations. Equatio®) was also used in determin-
The 1-D spectrum used here is derived from a simplifiedng both the small slope and Kirchhoff approximation coher-
version of the 2-D Pierson—Moskowitz surface wave specent reflection losses.
trum for a fully developed sea(The effects of swell or
limited fetch could be easily obtained in the same manner a§ coHERENT SURFACE REFLECTION COEFFICIENT
done here, assuming an appropriate spectral representation@fsrcy MODELS

surface roughness was defined. ) , . )
The isotropic 2-D Pierson—Moskowitz spectrum can be GRAB provides several options for a reflection coeffi-

written ag cient model for the surface of the ocean. Choices include
empirically derived models, a combination of empirical and

a Kf theoretical results called the “Beckmann-—Spizzichino”

W(K) = K exp — w2/ (3 model within the GRAB software package for loss due to

scattering from the rough air/water interface, and a model for

where K is the surface wave vectoK =|K|= K2+ K2 loss due to bubble absorption. The one of interest in the
K, =(JBg)/U% g=9.81m/2, U is the wind speeé at 19.5 Present study is the Beckmann-—Spizzichino model. PE/
m above the mean water interface=0.0081 ands=0.74, GRAB comparisons in the next section will include results
To obtain an analytical form for the 1-D spectrum, it is con-YSing this model.

venient to simplify this somewhat further and make the low ~ An alternative approach is to calculate a CSRiOe to
wavenumber roll-off a hard cutoff &€ =K, : scattering from a 1-D surfagestarting with the definition

[Eq. (B6), Ref. 5

for K>K, . (T(ksx,Kix)) = Ra(Kix) S(Kix — Ksx), (10)

where T is the transition matrixor T matrix) quantifying
) scattering of an incident plane wave into a particular scatter-
The spectrum is normalized such that ing direction,k;, andks, are the horizontal components of
the incident and scattered wave vectors, respectivelyis
identified as the CSRC, andlis the delta function. Below,
the basic equations are given for the CSRC derived using the

o
W(K)=0 for K<K,, W(K)=
(K) Lo WK =

f W(K)dK =h?, ®)
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ocean surface waves

mean surface

FIG. 5. Definition of incident grazing anglé and angle of reflectiorfg
= ¢; used in determining some of the parameters of the small slope approxi-
mation.

@.
z
6; 6,=6; =
2
2 -
b
incident reflected 8
ray ray g
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small slope, Kirchhoff, and perturbation approximations. The
CSRC derivable from the Kirchhoff approximation is identi-
fiable as one term of the small slope result. The CSRC de-
rived using perturbation theory is obtainable from the small
slope result via an expansion of an exponential for small
arguments.

The first step is to approximat@) using the first two
terms of the small slope approximation,

(=T +(To), (1D

and then obtairR, from Eq. (10). This approximation is 10
good to second order in surface slope. Details of the deriva-

tion of To and T, as well as the meaning of second order in

slope are given in Ref. 7. FIG. 6. CSRCs for a frequency of 3.2 kHz and wind speeds Sanand 10

. . m/s (b) as a function of grazing angle for the small slofslid lines,
The termiTO) and<T1> are given in Eqs(lO) and (11) perturbation(dash-dot lines and Kirchhoff(dashed linesapproximations.

of Ref. 8 and reproduced here in a slightly different form: only the grazing angle range from 0° to 5° is shown since this angular range
zhz is most important for long range propagation.
v
(To)=— ex;{ -

z
2

Reflection Coefficient (dB)

2 3
Grazing Angle (degrees)

}5( ksx_ kix)y
(12) in the next section use that term in determining a reflection
2 coefficient. Note that the Kirchhoff result requires only the
(Ty)=riz ex;{ B T} S(Ksx— kix)f dKy W(K1)g(Ky). rms wave heighh of the surface. For the spectrum used, the
rms waveheighfEq. (6)] is the same as obtained using a 1-D
or 2-D (whether isotropic or ngtPierson—Moskowitz spec-

v2h2

In Eq. (12) the following definitions apply:

k==K, v,=Ki,+Ke,, trum. Thus the Kirchhoff result is that appropriate for a 2-D
” ” £ fully developed sea as modeled by the Pierson—Moskowitz
9(K1)=KBi+1TKBs-1— 73, spectrum. The perturbation result
13
KBia=[k— (Kytk) Y2 Im(B, >0, 1
kBs-1=[K?— (ksy—K1)?]M2  Im(Bs_1)>0, Ra(kin)=—1+2x;, f dKy Wik —Kq) Vk*=KI (1)

andk is the wave number in the water. In addition, E§)
definesw and Eq.(6) definesh. Using Fig. 5 the variables in can be obtained by expanding the exponential in(E4). for
Eq. (13) can be written in terms of incident and scatteregsmall arguments, i.e., assuming thathsin 4 <1. This per-
grazing angles and using Eq40)—(12) the CSRC can be turbation theory result is given in the form above in EtB)
determined. The result is of Ref. 5.

22 In calcglation; of CSRC tr;]e inpurt] environmergjtalfparam(—j

_ AN eter is wind speed. Figure 6 shows the CSRC in dB for win
RA(kiX)NeXF{ 2 [ 1+ Kizf ks W(K19(Ky)|, speeds 5 m/Fig. 6(@)] and 10 m/JFig. 6(b)] as a function
(14)  of angle as calculated with the small slope, perturbation, and
with Kirchhoff approximations. Only the grazing angle range
_ i from 0° to 5° is shown since it is this angular range that is
kix=Ksx=kcost;, «i;=|ks]=ksin6;, v,=2ksing,. most important for the long range propagation calculations
(15) of the next section. It is the multiple interaction of rays with

Small slope results shown in the next section usedhe interface that makes an accurate calculation of the CSRC
20 log;oRa| With R, given by Eq.(14) to calculate a CSRC for a single interaction critical to the long range propagation
in dB (as needed by GRABa = phase shift upon reflection problem.
is also incorporated into the GRAB calculations. The first ~ We now give for reference the perturbation and small
term on the right-hand side of E(L4) is the result forR,  slope approximation CSRC expressions for 2-D rough sur-
obtained in the Kirchhoff approximatichKirchhoff results ~ faces, which can be obtained by a straightforward generali-
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-70 : approximation. In the next section the small slope and per-
turbation approximations are compared under conditions in
which their results differ significantly.
""" I Figure 7 shows 10 log of the depth-averaged intensity
as a function of range for a wind speed of 5 m/s. Using the
PE results as ground truth, it is obvious that the Beckmann—
Spizzichino model overestimates the coherent reflection loss.
In Fig. 7, the Kirchhoff approximation gives results that are
. - closest to those of PE. However, the differences between PE
-100 R DU and GRAB in the flat surface casEig. 4) are more closely
reproduced by the small slope approximation. As such, the
small slope approximation is viewed as being a more accu-
1105 5 10 15 20 rate CSRC model in this case. This is discussed further be-
Range (km) low.

Windspeed =5-m/s ---- §8A {

Intensity (dB)

-105

FIG. 7. Comparison at 3.2 kHz of PE depth-averaged intensities as a func- Figure 8 ShOWS_ intensity profiles at ranges of 2'_5 a_‘nd_ 20

tion of range to GRAB results using three different approximations for thekm for a 5 m/s wind speed. The Beckmann—Spizzichino

CSRC [Beckmann—Spizzichino(B-S), the small slope approximation model, the small slope approximation, and the Kirchhoff ap-

(SSA), and the Kirchhoff approximatioriKA)] for a 5 m/s windspeed. proximations are compared separately with PE. Again, the

Considering the differences shown in Fig. 4, the small slope approximatio . .

is viewed as being the most accurate model in this case. Beckmann-Spizzichino model shows obvious errors, espe-
cially at 20 km. The small slope and Kirchhoff approxima-

) tions both compare well with PE though there are differences
zatlon_of _Refs. 7 and 8 to 2-D surfaces. The small slopqn the interference patterns seen in those approximations and
result is given by PE at 20 km.

Figure 9 shows 10 log of the depth-averaged intensity
as a function of range for a wind speed of 10 m/s. In addition
to the PE results obtained with coherent ensemble averaging

Xf WK, — K1) VK2= K12 dK . (17)  thathave been used to this point, Fig. 9 also shows the result

of averaging the field intensity over the ensemble of surface

In Eq. (17) we use the wave vector notatidn=K;+k;,z,  realizations. This incoherent average of the total fisicht-
where a capital bold symbol denotes the 2-D horizontal comtered plus reflectgdat each range cannot be obtained with a
ponent of the corresponding three-vector denoted by a loweay code using a CSRC. However, it is important to note that
case bold symbol. Alsok;,=|ki,|, z is a unit vector in the the coherent and incoherent averages of PE propagated fields
direction of the positivez axis, andW(K) is the 2-D rough- become very close to each other as range increases, implying
ness spectrum, which need not be isotropic. that the field is predominately coherent at long ranges. Thus

As for the 1-D surface case, the perturbation CSRC camesults from ray-based propagation codes rtfay the con-
be obtained from the small slope result by a small argumendiitions studied hepebe used to represent the total field with
expansion of the exponential factor, keeping terms to seconiittle error at long rangeg$many water depthsIf the total

RA(Ki)~exr[—2Ki22h2][ —1-2k2h%+2ki,

order inkh. The perturbation result is given by field is needed at short ranges, however, a different approach
will be needed.
Ra(K))~—1+ 2Kizf W(K;—K ;) Vk?—|K,|?dK ;. In Fig. 9 the differences between PE and GRAB in the

(19 flat surface caséFig. 4) are, again, more closely reproduced
) i . _ ) by the small slope approximation. As such, the small slope
This perturbation theory result is given in an equivalent but, o imation is viewed as being a more accurate model in
slightly different form in Eq.(62) in Ref. 9. this case also. To quantify this statement, Fig. 10 shows the
difference between GRAB and PE for the flat interface case
[thick solid line—also given in Fig. @)], for the small slope
approximation at 5 m/émedium thickness solid lineand 10

The results within this section compare PE to GRAB atm/s (thin solid ling, and for the Kirchhoff approximation at
3.2 kHz using CSRCs calculated using the small slope ap? M/s (medium thickness dashed lin@and 10 m/s(thin
proximation, the Kirchhoff approximation, and the dashed ling The small slope results follow closely the dif-
Beckmann—Spizzichino model. The results shown are simiference in the flat case while the Kirchhoff results diverge
lar to those presented for the flat interface case of Figs. 3 aniom the flat interface difference with the divergence being
4, except the PE results are coherent averdgesrages of more severe at 10 m/s than at 5 m/s. Thus the small slope
complex pressujeover 50 surface realizations and the result-approximation leads to little additional error in GRAB re-
ing intensity is then averaged over depth. The caseUor sults relative to the flat interface case.
=5m/s is examined first, followed by =10m/s. For the Figure 11 shows intensity profiles at ranges of 2.5 and
results within this section perturbation the¢Bqg. (16)] pro- 20 km for a 10 m/s wind speed. The 20 km range results
duced results indistinguishable from those of the small slopelearly reiterate the problem with Beckmann—Spizzichino

VI. GRAB/PE COMPARISONS FOR ROUGH SURFACES
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the small slope approximation, and the
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model. The Kirchhoff results at 20 km are consistent with the(14) leading to Eq(16) can become inaccurate even for shal-
results in Fig. 10 in that they show intensity levels higherlow grazing angles. As an example, the CSRC for the small
than predicted using PE. slope, perturbation, and Kirchhoff approximations are shown
in Fig. 12 for a source operating at 6 kHz and a wind speed
of 10 m/s. Above a grazing angle of 2° the small slope and
perturbation results begin to diverge. In the results that fol-
low, the perturbation theory reflection coefficient at grazing
For the situations examined in the previous section eiangles greater than 2.8° is set to its value at 2.8° since the
ther the small slope or perturbation approximations can bepturn in reflection coefficient in Fig. 12 above 2.8° is a
used with equivalent accuracy. At higher frequencies or windesult of violating the assumptions used in deriving 8d),
speeds, however, the expansion of the exponential in Ed.e., higher-order terms in the perturbation expansion cannot

VIl. FURTHER EXAMINATION OF SMALL SLOPE AND
PERTURBATION CSRC

be ignored.
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FIG. 9. Comparison at 3.2 kHz of PE depth-averaged intensities as a func- Range (km)

tion of range to GRAB results using three different approximations for the

CSRC [Beckmann-Spizzichino(B-S), the small slope approximation FIG. 10. The difference between GRAB and PE depth-averaged intensities
(SSA), and the Kirchhoff approximatiofKA)] for a 10 m/s wind speed. The for the flat interface casgthick solid line—also given in Fig. @)], for the

PE depth-averaged intensities were calculated from both coherent ensemtdmall slope approximation at 5 m{medium thickness solid lineand 10
averagesPE-coherentas done in previous figuréand is most appropriate  m/s (thin solid ling, and for the Kirchhoff approximation at 5 m{siedium

for GRAB comparisonsand by averaging the intensity of the fie(BE- thickness dashed lin@nd 10 m/gthin dashed ling The small slope results
total). See text for discussion. As in Fig. 7, the differences between PHollow closely the difference in the flat case while the Kirchhoff results
(PE-coherentand GRAB in the flat surface ca$Eig. 4) are more closely  diverge from the flat interface difference with the divergence being more
reproduced by the small slope approximation. severe at 10 m/s than 5 m/s.
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Figure 13 shows the difference between GRAB and PHates. This is due to the largaegative value of the CSRCs
depth-averaged intensities for this 6 kHz, 10 m/s case. That very shallow grazing angldsee Fig. 12—note that even
small slope results follow closely the difference in the flatat 1° there are 2 dB lossesThus the incident and reflected
case(Fig. 4 while the divergence of the Kirchhoff results ray amplitudes do not cancel in the GRAB results.
from the flat interface case is similar to Fig. 10. The pertur-  As a further diagnostic of the difference between pertur-
bation results diverge from the flat interface case for rangebation and small slope results the rays propagating at differ-
below 7 km. This is a direct result of the inaccuracy of per-ent angles were output from GRAB. The ray intensity as a
turbation theory as indicated by the divergence of the smalfunction of ranggwith spreading removeds shown in Fig.
slope and perturbation CSRCs in Fig. 12 as the grazing angl&5 for rays at six grazing angl€$°—6°. The figure can be
increases. Figure 14 shows intensity profiles at ranges of 1.0nderstood by examining the two curves labeleddgsig-
and 20 km for a 10 m/s wind speed. The 1.0 km range resultsating the ray traveling at a 1° grazing angléhe thick
clearly reiterate the problem with perturbation theory at shorturve is the small slope result and the thin curve is the per-
range. Note that at 20 km none of the GRAB results go tdurbation result. The step decreases indicate a boundary in-
zero at the air/water interface as the boundary condition dicteraction (reflection, the small step is a bottom reflection
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FIG. 13. The difference between GRAB and PE depth-averaged intensities
FIG. 12. The coherent surface reflection coefficient for a frequency of 6 kHzfor a source operating at 6 kHz: flat interfatlick solid ling; a wind speed
and wind speed of 10 m/s as a function of grazing angle for the small slopef 10 m/s for the small slope approximati¢gdashed ling the Kirchhoff
(solid line), perturbation(dash-dot ling and Kirchhoff (dashed ling ap- approximation(dash-dot ling and the perturbation theory approximation
proximations. (thin solid line.
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FIG. 14. Intensity profiles at ranges of
1.0 and 20 km for a 6-kHz source and
a wind speed of 10 m/s. The perturba-
tion approximation, small slope ap-
proximation, and Kirchhoff approxi-
mation are compared separately with
PE.
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and the large one is a surface reflectionte the decrease in rately determine a CSRC over a larger frequency, wind speed
level for each surface reflection can be determined by exandomain.

ining Fig. 12. As steeper rays are examined, perturbation

and small slope results begin to diverge. In particular, for a

3° grazing angle perturbation theory’s underestimate of los¥!ll. SUMMARY

at each surface interaction becomes apparent. The disparity
at 4° to 6° has actually been minimized by using the reflec
tion coefficient value at 2.8fas discussed aboykeThe re-
sults in Fig. 15 also lend insight into why the perturbation
theory results in Fig. 13 diverge from the small slope result

A rough-surface PE codavas used as ground truth to
'study acoustic propagation in a waveguide. These PE results
allowed a close examination of the ability of a ray cdde.,
GRAB) to accurately estimate coherent field propagation us-
%ng a CSRC derived from scattering theory. Comparison with
at ra‘ltlr?ees;rlszlsl ;Tgneagou:oii:g.tion is viewed as more reli PE implies that the Beckmann—Spizzichino model, as given
able than the perﬁjrbar'si?)n approximation since it can accu\{wthm t_he GRAB software pa_ckage, does not give accurate

predictions of the coherent field at long ranges. The small
slope approximation is the most accurate of the models
tested. However, the Kirchhoff approximation is perhaps ac-
curate enoughicf. Figs. 9 and 1pfor some purposes and

| I

Intensity (dB)

Intensity (dB)

15 20

10
Range(km)

would be much simpler to implement as a module within
GRAB. The perturbation approximation can also be a viable
option but requires examination of whether the assumption
of small roughness is accurate for the particular propagation
geometry and frequency being studied. Since there is essen-
tially no computational advantage of using the perturbation
approximation over the small slope approximation, use of the
small slope approximation would seem to be preferable.
Since the goal here was to test model accuracy, a sim-
plified surface roughness spectrum was used. The acoustic
propagation effects of swell or limited fetch could be easily
included in the same manner. The focus was primarily on the
prediction of the coherent field propagated in a waveguide
having a rough air/water interface. However, incoherent av-

FIG. 15. Ray intensity as a function of range for rays at six grazing angleraging of PE results for a source operating at 3.2 kHz and a
(1°-69. The thick curves are the small slope results and the thin curves ar¢ 0 m/s wind speed implies that, at least for this case, most of

the perturbation results. The step decreases indicate a boundary interacti ;
(reflection, the small step is a bottom reflection and the large one a surfacgqe energy 1S coherent at Iong ranges. A more general Study

reflection. At steeper grazing angles the perturbation and small slope resul field coherence i'." !(?ng range'propagation is C'U”'emly un-
diverge significantly. der way. The possibility and utility of an effective energy
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Coherent bottom reverberation: Modeling and comparisons
with at-sea measurements

Bernard Cole,® James Davis, William Leen, William Powers, and John Hanrahan
Planning Systems Incorporated, Two Shaw’s Cove, Suite 200, New London, Connecticut 06320

(Received 10 December 2002; revised 30 May 2004; accepted 30 May 2004

Shallow water bottom reverberation results collected with a hull-mounted sonar exhibit coherence
effects that manifest themselves as reverberation patterns in time—analogous to the well-known
Lloyd mirror effect that appears in transmission loss as a function of range for shallow sources or
receivers. Moreover, the reverberation peaks and nulls arising from the coherent phasing of the
propagation paths are evident both in the reverberation envelopes obtained with short pulses and in
the matched filter responses for longer pulse lengths. These “coherent” properties of the
reverberation deviate from the usual assumptions governing reverberation. Modified assumptions
produce coherent reverberation intensity modeled results that match the coherent effects observed in
measurements. Finally, the coherent peaks and nulls arising from the phenomenon are shown to
produce non-Rayleigh reverberation amplitude distributions in both the measured reverberation and
modeled resultgincreasing the probability of false alarms in this type of interfergncgess the
reverberation is detrended by the Lloyd mirror pattern. 2@04 Acoustical Society of America.
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PACS numbers: 43.30.GWMC] Pages: 1985-1994

I. INTRODUCTION pattern in the reverberation and investigate the conditions
under which such patterns might be clearly exhibited in re-
Traditionally, reverberatior(surface, volume, and bot- verberation measurements. Since we hypothesized that such
tom) has been assumed to be due to a completely randogoherent peak and null patterns could be one source of a
process and, as a consequence, has been modeled as incolReiyleigh-deviant amplitude distribution function sometimes
ent. However, our previous work in tactical sea trials over 15bserved in reverberati6r [often shown as a change in the
years ago in the Persian Gulf suggested that bottom revetail of the probability of false alarmR;,) distribution func-
beration could exhibit coherence effects. Those particular cation], a pressure time series model that incorporated coherent
herent effects manifested themselves as a reverberation pghasing in the reverberation was developed as Wellorder
tern in time analogous to the well known “surface imageto be clear on the terminology, as used in the present context,
interference” or Lloyd mirror effect that appears in transmis-coherence in the acoustic sense is the pattern of peaks and
sion loss as a function of range. While the literature ContaiHQa”eys in the reverberation and coherence in the Signa| pro-
a plethora of papers concerning examples of the Lloyd mirgessing sense refers to the characteristics found in the output
ror interference in propagation situatiorisee papers by of a matched filtey.
Young;' Urick,” and Careyet al.® for example, the appear- In this paper, we present evidence for the coherent phase
ance of such phase patterns in reverberation seems largghattern structure in reverberation and seek to explore its
unreported in the acoustic community. Two notable exceprharacteristics and dependencies in different manifestations
tions were found: the presence of Lloyd mirror phasing inpy invoking measurement results, modeling results, and
reverberation was noted in the National Defense Reseaf%mparisons of the two. The modeling assumptions used to
Committee studiésback in 1943 and was later identified and derive a formulation for coherent reverberation intensity are
discussed by MackenZién his 1960 paper on deep water gutlined in some detail to facilitate understanding dependen-
bottom reverberation. When we discovered that reverberasies of the effect as it may be anticipated and/or demon-
tion results collected during a number of other shallow watektrated in measured results. The organization of this paper is
trials, including a 1995 U.S.-Australian shallow-water sonargg follows: some features of the peaks and nulls are exam-
trial in the Timor Se&, all exhibited similar patterns, it was ined and shown to be present in reverberation measurements
concluded that evidence of coherent phase effects in revefrom the Persian Gul{Sec. 1), the basis for modeling a
beration was more widespread than previously thought. Afimited form of the coherent reverberation intensity is de-
that point, investigative efforts were launched to inCOprfat%cribed(Sec. I and Appendix A and model predictions are
the characteristics of this coherence in a reverberation mOdeéompared with measured reverberation collected at two sites
A theoretical model to compute coherent bottom rever-g¢f the U.S. east coagsec. IV). Next(Sec. V, the modeling
beration intensity was developedee Appendix A for the  f the pressure time series corresponding to both incoherent
equations pertaining to the formulatiohe model was then 54 coherent reverberation formulations is discussed and il-
exercised to explore the dependencies of the Lloyd miroygirations are given of the resulting amplitude distribution
functions based on ten modeled realizations—including ex-
dElectronic mail: bfcole@plansys.com amples of the effect of different detrending techniques on
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FIG. 3. Representative comparison of coherent and incoherent model results

FIG. 1. Typical Lloyd mirror propagation interference pattern to an ocean
P y propag P for isovelocity conditions.

bottom receiver.

these distribution functions. Comparisons of the modeledig- 2 but results in the nulls of the pattern being partially
distributions from this time series simulation with reverbera-destroyed, as is shown in Fig. 3. While this may seem a
tion distributions derived from the one of the measurement§ubtle distinction, in our view it is an important one when
off the U.S. east coast are then preser(®ec. V). Finally, distinguishing between “coherent propagation effects” mani-
some concluding remarks are givé®ec. V), followed by fested in reverberatiofas illustrated in Fig. Rand “coherent
appendices containing the mathematical details of the variteverberation” where the phase structure is smeared but still

ous model formulations. persists in scattered returns. This notwithstanding, the recog-
nition of such general interference characteristios., the
II. LLOYD MIRROR CHARACTERISTICS AND proportional spacing and peak spreadingrompted the
PERSIAN GULF EXPERIMENT Lloyd mirror interpretation for the reverberation envelopes
] . ) measured in the Persian Gulf in 1988.
The classical Lloyd mirror interference effe@rmed Examples of different phase patterns exhibited by the

by the phased interference of the direct and surface reflectgdyerberation envelopes collected with a hull-mounted sonar
paths from a near-surface sonar to a receiver on the ocegfjogressing along a track in the Persian Gulf are presented in
bottom produces a propagation loss dependence in ranggig 4. Each of the curves shown represents a reverberation
that has(1) a finite number of constructive peak®) a pro-  time series that was collected with short, 10 ms pulses, was
portional increase in the spacing of the peaks and nulls W'trt‘ime-averaged wit a 6 mstime window and then ping-
range; and3) a broadening of the individual peaks and nulls ayeraged over 18 consecutive pings. The individual 18-ping
with increasing range, as depicted in Fig. 1. To illustrate howeyerperation collections along the track were segmented by
these characteristic features would translate directly to reve jeographical location and were assigned the run number des-
beration, were the backscattering coming from a single POi”%nators. Since some of the collections were performed using
on the bottom, an analogpus plot of “source level minusgijtferent types of wave forms, those envelopes have not been
two-way propagation loss” is shown as a function of time injhcluded here and only the short pulselength reverberation
Fig. 2. As ant|C|p_e_1ted from_ Fig. 1, the effective doubling of enyelopes corresponding to Run Nos. 1, 2, 7, 8, 10, 11, and
the pattern amplifies the difference between peaks and nullgg gre presented in Fig. 4. Taken collectively, these curves
such that the levels can differ by almost 100 dB. In theserye to illustrate both the spatial/temporal variability of the
reverberation formulation we have adopted, the scattering igsyerberation envelopes and the overall persistence of some

modeled as occurring from a very small but finite area,semplance of phase interference structure in all the results. It
which maintains the peak structure of the pattern shown in
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FIG. 2. Bottom reverberation from a single point is analogous to sourceFIG. 4. Reverberation envelopes measured in the Persian Gulf depict per-
level minus two-way propagation loss. sistence and run-to-run variability of Lloyd mirror interference.
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is immediately obvious that several of the curves have majosurface-bottom-surface-source. The source is a cw pulse hav-
peaks and valleys at later times. In this Persian Gulf environing a time dependence of expiwt). At any time,t, the
ment, the peaks and valleys shown arriving in the first secreverberation consists of all multipath contributions scattered
ond after transmission are backscattered directly from thérom an area or “patch” that satisfies the geometrical and
intersection of the sonar beam and pulselength with the botpulse length constraints. The usual assumption is that these
tom and contain no influences from bottom interacting/all add together incoherently. For an unconditional coherence
forward propagating paths. Notice that some of the measurdermulation these would all add together coherently. The ba-
ments contain peaks and valleys at reception times of 1.25gs for the present formulation is the following assumption:
and beyond while others do not. The reverberation structure  “Only contributions from those paths whose pulse dura-
at these longer reception times contains bottom interactingon permits arrivals from a small elemental area of the clas-
forward paths and is sensitive to the magnitude of the bottonsical pulse length projected area add together coherently.
reflection loss values as well as the bottom backscatteringhese contributions then add incoherently with all the other
values of the specific environment. In areas possessing vargontributions, including other adjacent elemental areas that
ous combinations of higher bottom loss, lower backscattereomprise the classic pulse length projection on the boundary
ing strengths and significant biological or other noncoherenin a given sonar beam (Similarly, adjacent elemental areas
forms of scattering, the persistence of the pattern will ben other beam directions also add incoherejtly.
altered. Significant to the discussion here, many reverbera- This assumption is equivalent, in some sense, to an ex-
tion models(e.g., Sundvilet al)*® would calculate a smooth tremely small spatial coherence length. However, at the same
reverberation decay curve for these conditions. Certainly, théme, it should be noted it also implicitly implies a finite
reverberation shown contains significant fluctuations and isngular correlation length. The resulting reverberation dis-
far from smooth. plays a coherent pattern over time of reception provided that:
The basis for modeling such fluctuations by invoking
coherent reverberation intensity in the form of the Lloyd
mirror effect is presented in the next section. The characte
istic dependencies of this reverberation are first discussed f
a simple isovelocity case as a prelude to comparison with
and explanation of selected measured reverberation samples \yhen the earlier conditions are not satisfied, the rever-

in Sec. IV. beration pattern is essentially the same as found in “incoher-

ent reverberation.” As a consequence of these conditions, the
lil. COHERENT REVERBERATION INTENSITY reverberation exhibits no coherent effects as the pulse be-
MODELING comes infinitely long.

As evidenced earlier, bottom reverberation observations A mathematical formulation of this limited form of co-
have shown characteristics similar to the pattern shown byerence is given for a simple case in Appendix A. To facili-
transmission loss based on the coherent addition of the apate reverberation calculations for various sound speed pro-
propriate paths. The issue involved is how transmission losfle and bottom loss conditions, modified research versions of
based on the coherent addition of paths plays a role in theoth the GSM and CASS models were generated by the au-
reverberation, when it will play a role, and what parameterghors specifically to compute coherent reverberation based on
govern its behavior. A completely coherent formulation ofthese assumptions. An example of the coherent reverberation
the reverberation poses problems in normalization and creresult produced by the GSM model for isovelocity conditions
ates spurious behaviors in time. Such a completely cohereitas presented in Fig. 3. Among the specific assumptions
formulation is available in the ray theory-based generic soused for the computation shown in Fig. 3 were: a 20 ms cw
nor model(GSM)*! and the early versions of the comprehen-pulse at 3500 Hz, a source and receiver depth of 7.62 m, a
sive acoustics sonar simulatiofCASS model (see water depth of 50 m, and a bottom backscattering coefficient
Weinberd? and Keenan'® which uses the Gaussian ray of —27 dB. Before considering the impact of more compli-
bundle propagation mode{described by Weinberg and cated sound speed profile conditions, it is beneficial to first
Keenan'* as one of its propagation capabiliti€Buring dis-  review some of the characteristics evidenced in Fig. 3 and
cussions with Dr. Weinberg, the authors have learned tha@xamine some of the behaviors and dependencies of coherent
later versions of the CASS model will be modified to include reverberation for some specific variations of this base line
the capability of computing reverberation using the coheren€ase.
formulation presented in this paper Returning to Fig. 3, note the interference pattern, with

From our studies, a restricted form of coherent reverwell-defined peaks and nulls, in the coherent reverberation.
beration appears to give meaningful results. This restrictedhis pattern of reverberation as a function of time is the
form is described here for the simplest possible case: an ignalog of the Lloyd mirror pattern formed by the transmis-
ovelocity water column and a nonreflecting bottom. Bothsion loss as a function of range. The locations of the nulls
linear fregeuncy modulatioiLFM) and continuous wave and peaks can be approximated by the timgs given by
(cw) pulses. are mod_eled. For_th|s simple case there are only 2kWSct,=nm/2, )
four paths involved in scattering from an elemental bottom
patch: (1) source-bottom-sourcé2) source-surface-bottom- wheren is even and odd, respectively. In this equatikris
source, (3) source-bottom-surface-source, af) source- the wave numbeiV is the water depthSis the source depth

(1) the pulse length is long enough to include the interfering
‘. paths, and

érZ) the pulse length is not so long that several cycles of the
pattern can interfere.
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FIG. 5. Dependence of coherent reverberation on pulse 1¢@gtt200 ms,  FIG. 6. Dependence of coherent reverberation on bandw&th600, and
and 1 $ for a cw pulse. 1600 H2 for a LFM pulse.

lto th ver denttandc is th 4 velocity. F The pulse length and bandwidth sensitivities exhibited in
(ﬁqua to_;_ © re%el}{er eptd_r_l c 'St. € SOL;]n Ive Oc'tﬁ'_ orh Figs. 5 and 6 are for an idealized isovelocity water column
the specific modeling conditions given, the last null in t ecase, however, the results suggest a possible reason why the

pattern occurs at approximately 2.4 s and the last peak ?}atterns have not been noted more widely in shallow water

approximately 3.7 s. An increase in frequency, water deptzéonar trials: the longer cw and frequency modulatiivl)

or source and receiver _depth will cause the pattern exhib_ite ulse lengthgand FM bandwidthstypically used for sonar

in Fig. 3 to strgtch out in tme—analogqus to the stretchin etection would smear the pattern and make it unrecogniz-
of the Ll'oyd mirror propagation pattern in range that would 5 0“1y gych circumstances, the smeared pattern may not be
occur with these same changes. Note, however, that t,h,e C8Vident but presumably the underlying physics of the inter-
herent reverberation peak and null patterns have add't'on%rence pattern should still be present and could reappear at

dependencies not normally associated with the Lloyd mirrog, . output of the matched filter with an associated impact on

propagation: e.g., pulse length, wave form ty(e, LFM, detection o ;
. . ) problems. Specifically, the target signal may have
hyperbolic frequency modulatiofHFM)), bandwidth, pro- one range pattern of peaks and nulls and the reverberation

cessing and/or matched filter resolution, and bottom reﬂecénother pattern. The range registratie., the range align-

tion loss. Also notice that the coherent reverberation can d'ff’nent of the peaks associated with the target with respect to

geé ffl?hm ths mcohe;ent reverberat;]on l;y as much ash15—291e nulls/peaks in the reverberatjoaf these patterns can
- The absence of a pattern at the shorter tifess than produce zonal detection regions or, at a minimum, a more

approximately 0.3)sis because a 20 ms pulse is t0o short tOrapidly varying signal excess with range than anticipated.

include all of the interfering paths. As a consequence, the = ¢ o sample comparisons of measurement observations

four paths c_a_nnot add coherently. with model computations are provided and discussed in the
An explicit example of the dependence on pulse length, .+ <oction

computed using the same inputs as Fig. 3 except varying the

pulse length, is shown in Fig. 5 at 3500 Hz for cw pulses of

20, 200 ms, and 1 s. For ease of comparison, the 200 mly- REVERBERATION MEASUREMENT AND MODEL

result has been shifted down by 10 dB ané th s result OMPARISONS

shifted down by 17 dB. Focusing on the time regions beyond  As part of the study of Lloyd mirror reverberation pat-

the initial reverberation return from the botto(ne., after  terns, sea tests were designed and performed at several loca-
approximately 300 ms for the 200 ms pulse and 1.1 s aftetions off the east coast of the U.S. in conjunction with some
the 1 s pulsk notice that the clean pattern for a pulse lengthsonar detection trials specifically designed to demonstrate
of 20 ms becomes weaker and starts to disappear as the pulsgvironmental influences on sonar performance. In this pa-
length increases. A coherent pattern is also present for a LFMer, we only present reverberation times series measurement
pulse and depends on bandwidth as well as pulse length, a&id modeled results for two of those locations, designated as
shown in Fig. 6 for a 20 ms LFM pulse with bandwidths of site A (32.58°N, 78.17°W and site B(33.03°N, 77.53°W.

50, 600, and 1600 Hz. There are several points to be madgevertheless, these measurements are representative since
from this figure. First, the 50 Hz bandwidth result is identicalthe observations from the other locations produced compa-
to that shown for the cw pulse in Fig. 3. Second, since theable reverberation peak and null patterns. The sound speed
location of peaks and nulls are frequency dependent, smeagrofiles applicable to site A and site B measurements are
ing (or an averagingof the pattern might be expected as the presented in Fig. 7. As shown, the profiles at both sites were
bandwidth increases. This clearly is seen to be the case iredominantly downward refracting, as is typical of many
Fig. 6 where the peak and null amplitudes are dampened faghallow water areas during the summer and fall seasons.

the 600 Hz bandwidth and totally smoothed out for the 1600A Site A results
Hz bandwidth.(It should be noted, however, that the coher-""

ent pattern re-emerges if these wider bandwidth pulses are The water depth at site A is 253 m. As depicted in Fig. 7,
subsequently subjected to pulse-compression processing use sound speed for this measurement was largely downward
ing a matched filter with replica correlation. refracting but has a surface duct down to 12 m. The sonar
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0 similarly, of all paths back from the scattering patch to the

receiver that do not contain a forward reflecting bottom in-
teraction. The second order return consists of all paths that
] contain one bottom forward reflecting interaction going from
the source to the scattering path and of all paths that consist
of one forward reflecting bottom interaction going back to
the receiver. Similarly for higher orders, hybrid returns con-
sist of combinations such as, for example, no bottom reflec-
tion interaction path going out and one bottom reflection

50+

100

150

Depth (m)

200

250

300 . . . . . interaction on the path returning and also one bottom reflec-
1500 1510 1520 1530 1540 1550 1560 tion interaction path going out and no bottom reflection in-
Sound Speed (m/s) teraction path returning.
The reverberation shown in Fig. 8 is dominated by the
FIG. 7. Sound speed profiles for test sites A and B. first order return up to 2.5 s and is therefore independent of

the bottom loss in the area. The reverberation from 2.5t05 s
'ﬁ: dominated by the second order and higher order retass
well as hybrid$ and is therefore strongly dependent on bot-
épm loss. The bottom loss used in the model computation
was actually extracted from broadband reverberation time
series data collected at a location about 20 km west of the
site A area but nevertheless its use in the reverberation pre-

transmitting-receiving arrays are steered down to 3° and bot
are in the duct at 7.62 25 ft). The measured reverberation
due to a 10 ms cw pulse at 2730 Hz was time averaged ov
12.5 ms and power averaged over ten pings. The reverber
tion result shown in Fig. 8 clearly contains the amplitude

fluctuation pattern characteristic of the Lloyd mirror interfer- >, ’ ¢ i t sliahtl d
ence up to approximately 2.5 s. The modeling results showHIC lon seems 1o provide a reasonalett slightly underes-
timated representation of the level of the measured rever-

in Fig. 8 agree quite well with the measurements in this . . .
g g g beration. One final point to be made from the modeled result

region of time. - . . . !
Some comments are in order regarding both the com!” Fig. 8 is that there is structure in the reverberation beyond

parison and the modeling result. Since the sound speed is n8t5 s that is not evident in the measurements. This structure

isovelocity, the model computation was made using the spé-s due to the pattern formed by coherence in the higher order

cially modified version of GSMi.e., containing our coherent and hybrid r_eturns. Notice that th_e measured results from 0.5
reverberation formulation The model computation could S to approxmgtely 0.75's are higher than the modeled re-
have also been made using our similarly modified version Oisults. It IS po§S|bIe, but has not been proven, that.th|s level is
CASS. Because the sound speed profile is downward refrac lue to _b|olog|cal scattenng knpv_vn to t.)e present in the area.
ing there is a shadow region bounded by a limiting ray an uch biological reverberation, if |.t persisted outto 5 s, Wou_Id
account for the lack of structure in the measured observation

this is evident in the reverberation at approximately 2.5 s, trast to that exhibited by th del tati
The downward refracting profile compresses the pattern that contrast to that exnibited by the model computation as-

is seen under isovelocity conditiorias illustrated by com- suming only bottom reverberation.
paring Fig. 8 with Fig. 3 Additionally, because the source
and receiver are both in the surface duct the last peak in th
isovelocity case is weakened to the extent that it is not dis- The water depth at site B is 223 m and the appropriate
cernable in Fig. 8. sound speed profile is also presented in Fig. 7. This sound
For convenience of reference, the following conventionspeed profile is also downward refracting but now has a sur-
will be adopted. The first order reverberation return consist$ace duct down to 24 m, deeper and stronger than at site A.
of all paths from the source to the scattering patch that do noAgain, the sonar transmitting-receiving arrays are steered
contain a forward reflecting interaction with the bottom and,down to 3° and both are in the duct at 7.62(85 ft). The
measured reverberation collected with a 10 ms cw pulse at

%. Site B results

120 . . ' . ' . . ' . 2730 Hz was time averaged over 12.5 ms and power aver-
Site A Measurements aged over ten pings. These reverberation results from site B

L GSM Model Bottom | | are compared with the GSM modeled reverberation envelope
ol Reverberation in Fig. 9. While some of the peaks and nulls contained in the
L first order pattern are nearly in register, the model and the
90| measurements show an offset for the broad peak in the vi-

ﬁi 4 i * VY . cinity of 2 s. In addition, the model depicts some coherent
8o 4 " structure between 3 and 4 s, which is not evident in the
measurements. Conversely, the measured results contain co-
70 [t . ) : .
- 1 herent structure in the 5—-6 s interval that is not well repli-
60 . ; i . i . i cated by the model. As alluded to earlier, the exact structure
0 05 1 15 2 25 3 35 4 45 5 for the time intervals beyond 2(slepending on water depth,
Time (s) etc) can depend significantly on the bottom reflection loss
FIG. 8. Comparison of measured reverberation at site A with coherent modPTOPETtIes of the area as well as on the bottom b?-Ckscatterlng
eling result(based on modification to GSM properties. Accordingly, the structure observed in the at-sea

Reverberation Level (dB re 1 iPa)
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FIG. 10. Comparisons of the reverberation based on one realization and ten
FIG. 9. Comparison of measured reverberation at test site B with coherenalizations of the coherent pressure formulation with reverberation based
modeling resuli{based on modification to GSM on the coherent intensity formulation.

measurements provides encouragement for the continued re- ) )
search aimed at developing methods of exploiting such detherefore, that the power average of the intensity over a large

tailed structures to determine the magnitude of the bottonftumber of realizations or pings would approach the coherent
reflection loss. intensity reverberation. As demonstrated by the upper two

curves in Fig. 10, which compare the expected value based
on ten realizations to the coherent intensity reverberation,
this is, in fact, the case.

Consider now the fluctuation statistics of the reverbera-

The received level at a hydrophorier an array of tion for this simple baseline case. For the statistics to be
phone$ consists of the reverberation pressure time seriesneaningful the reverberation time series should be detrended
(and the other components of the masking interference, a@® remove any deterministic bi&s.g., cylindrical spreading
well as any signal that might be presehtit model predic- There do not appear to be well-defined guidelines for de-
tions, such as in the preceding sections, can generally onliyending. It would appear that if all deterministic patterns are
be made for the reverberation intensity. Simulation of theremoved, then the distribution of amplitude fluctuations
time series information is important for filteringe.g., should be Rayleigh, unless for example, there are bimodal
matched filtering and determining reverberation fluctuations distributions. However, if some of these patterns are not
and statistics for purposes of, for examphs, predictions. identified and removed, then the statistics should be non-
Accordingly, studies were deliberately undertaken to characRayleigh or Rayleigh deviant. As will be shown, the features
terize the coherence of the reverberation pressure time seriad. the Lloyd mirror pattern that are present in the coherent
It was found possible to develop a formulation that incorpo-pressure reverberation formulation are not completely ran-
rates incoherent and coherent effects into the reverberatioiom and if they are not removed will lead to a Rayleigh
pressure time series and then modify the simple model dedeviantPy,.
scribed in Sec. ll(as well as in the GSM and CASS models Although they are not shown, the distributions for each
to generate realizations of the reverberation pressure timef the realizations comprising the ten-realization average
series. For present purposes, only the coherent formulatioshown in Fig. 10 are Rayleigh deviant. In the present case
will be discussed. there are two ways that the reverberation can be detrended.

Simple illustrative examples of the consequences willThe first method recognizes that realizations of the coherent
again be based on the modeling parameters used earlier, gxessure reverberation have a systematic cylindrical falloff
cept that now the frequency will be 1000 Hz. The reverberawith time much like the incoherent intensity reverberation
tion based on a single realization of the coherent pressurghown in Fig. 3. This persistent falloff with time of a single
formulation at this frequency, along with the reverberationrealization of the coherent pressure reverberation can be re-
based on the coherent intensity formulation, are presented asoved by using the incoherent intensity reverberation to de-
the lower set of curves in Fig. 10. Both of these curves havérend(i.e., normalize the one curve by the othéfhe log of
been shifted down in level by 20 dB to also facilitate inclu- the P, for each realization based on this detrending is shown
sion of a similar comparison for the ten-ping pressure realas a red curve in Fig. 11. The Rayleigh distribution is shown
ization, shown by the upper two curves. Notice that thefor comparison. Notice that while no two are identical they
single realization of the coherent pressure reverberation iare all Rayleigh deviant.
varying in a random fashion about the coherent intensity It is clear that the coherent pressure reverberation de-
reverberation and therefore has random and deterministigicted in Fig. 10 has more than just a persistent falloff with
features. This result for a single realization can be thought ofime. As shown in that figure, it varies randomly about the
as the reverberation arising from a single ping. Computationsoherent intensity reverberation. Accordingly, the next
for other realizationgnot shown have different random be- method is to detrend the coherent pressure reverberation by
haviors but all have in common that the variations are abouthe coherent intensity reverberation. The results obtained by
the coherent intensity reverberation. It is to be expecteddetrending each of the ten realizations by this method are

V. COHERENT REVERBERATION PRESSURE
MODELING
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FIG. 11. Comparison of log(Py,) distributions for ten coherent pressure

model realizations, detrended by the coherent and incoherent intensity ré=IG. 12. Comparison of measured reverberation at sife@tical to that in

verberation, with the Rayleigh distribution. Fig. 9 and average of ten ping realizations of coherent pressure modeling
computationgbased on modification to GSM

included in Fig. 11 as well, as depicted by the family of _ _ S _
black curves. Notice that while no two are identical they are  In Fig. 13, reverberation distributions corresponding to

now all close to the Rayleigh distribution. two different detrending methods are shown and compared to
These are very interesting model results. They suggedhe Rayleigh distribution. In one instance, the individual time
the following generalizations: series for ten consecutive pings of 10 ms cw pulse reverbera-

* |f the Lloyd mirror interference effect is present in tion collected at site B were each detrended by normalizing
reverberation time series data then g will be Rayleigh by a running averaging window of 600 ms, then the resulting
deviant, mean of each was used to form one of the reverberation

and distributions shown by the family of red curves in Fig. 13.

* If this pattern can be identified and removed and if The family of black curves in the illustration were processed
there are no other patterns or correlations Bye will be  identically, but used a running averaging window of 100 ms.
Rayleigh. Notice that the measurement results processed with the 600

An important point to recognize is that while these re-ms averaging deviate significantly from the Rayleigh distri-
sults show that Lloyd mirror effects yield a Rayleigh deviant bution, while the distributions obtained with the 100 ms av-
P;,, the converse is not proven. That is, these findings do natraging essentially follow the Rayleigh curve. This can be
suggest that a Rayleigh deviaPg, necessarily implies that a attributed to the longer averaging time window producing
Lloyd mirror effect must be present. With this insiglie.,  (@nd detrending bya mean that is similar to the incoherent
from the simple isovelocity case for 1000 Has back- reverberation curve. In contrast, the shorter integration time
ground, the next section will now examine the extensibilitywindow produces a mean that tracks the Lloyd mirror fluc-
of these observations to some measured and modeled revégations and, as such, leads to the reverberation now being
beration fluctuation statistics for the shallow water condi-detrended by the peaks and nulls of the interference pattern.
tions at site B, where the effect is already known to beln short, the distributions for the site B reverberation mea-
present. surements exhibit behavior similar to that noted in the isove-

locity modeling result. This having been shown, we now
VI. COMPARISON OF MEASURED AND MODELED e>.<am.ine the :_site B modeling results to determine if the dis—
REVERBERATION FLUCTUATIONS tributions derived from the coherent pressure reverberation
calculations also exhibit the same behavior.

The site B measured reverberation result at 2730 Hz  The ten realizations produced by the reverberation pres-
presented earlier in Fig. 9 is reproduced again in Fig. 12.
However, the modeled result differs from the one presented
in Fig. 9 and was generated by averaging ten individual ping
realizations produced by the coherent pressure times series -1r
model (which again used our modified version of GEMo
facilitate a visual comparison of the measured results with
the model results, the pressure time series modeled result has

2t

3t

Log,, (Py,)

been shifted down in level by 30 dB. Since the modeled -4 |[Site B Measurements Detrended by| ™

averaged time series for the ten pings closely resembles the 600 nis

intensity modeled reverberation output, many of the same S Bl 1
! odelct TevelDelation OUIPHL, Thdily 0T Hle sdalfie e Rayleigh

discrepancies between the measured and modeled results -6 - N S N

noted in conjunction with Fig. 9 are still evident here. The 0 05 1 15 2 25 3 35 4 45 5

advantage of using the pressure time series model is that it Amplitude/Mean

prO.VIdes a mechanism of 'gene'ratllng pmg—to—p.mg mOde“nq:IG. 13. Comparison of log (Py,) distributions of ten site B measurement
estimates of the reverberation distribution functions for comings, detrended by 100 and 600 ms averaging windows, with Rayleigh

parison with those observed in reverberation measurementsistribution.
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fluctuation statistics for realistic shallow water environments.

E's 2f VII. DISCUSSION AND CONCLUSIONS

g% S : We have shown that the Lloyd mirror pattern is indeed

S ':)'(‘)"s derended: by ] present and can represent a characteristic feature of rever-
ms “

beration measurements collected in shallow water with a

100 ms .
S Rayleigh hull-mounted(or other near-surfagesonar. The comparisons
-6 e et SN S D b of model predictiongbased on our formulation of coherent

0 05 1 15 2 25 3 35 4 45 5 reverberation to measured results have shown good-to-

Amplitude/Mean excellent agreement. The sensitivities of the pattern to vari-
FIG. 14. Comparison of log(P¢,) distributions of ten model generated ous factors _prEdICted by the_ modeling suggest .that the effect
pings, detrended by 100 and 600 ms averaging windows, with RayleigifOuld be widely prevalent in many reverberation data sets
distribution. but is not recognized due to it being obscured by the long

pulse length and/or wide bandwidth pulses generally trans-
mitted.

sure time series model for the environmental conditions at Modeled reverberation amplitude fluctuations, derived
site B were subjected to the same 600 and 100 ms averagifigpm GSM complex reverberation pressure time series con-
and detrending processing that was applied to the site B me#aining the interference effect, compare favorably to the am-
sured time series. The resultant model-generated distribylitude fluctuations observed in reverberation measurements.
tions are shown in Fig. 14. As before, the results based on thik has been demonstrated by model computations and con-
600 ms averaging are shown by the red curves and the resufismed, in part, by reverberation observations ttia}:rever-
for the 100 ms averaging depicted by the black curvesberation that contains the Lloyd mirror effect will have a
Again, the Rayleigh distribution is included for comparison Rayleigh devianPs,, (2) reverberation that has a Rayleigh
purposes. As with the site B measurements, the modeled releviant P, does not necessarily contain the Lloyd mirror
sults processed using the 600 ms averaging deviate signifierm of coherence, an() if there are no other effects that
cantly from the Rayleigh, whereas those for the 100 ms avlead to a deviant behavior, detrending by the Lloyd mirror
eraging follow the Rayleigh distribution. For the case of theinterference pattern, if identified, leads to a RayleRh.
600 ms averaging, also note that the envelope formed by the Based on the limited measurement observations dis-
collection of the individual pings for the modeled results cussed herein, the periodic reverberation peaks and valleys
tends to be more tightly grouped than the corresponding ersaused by Lloyd mirror effects, aside from their implications
velope formed by the collection of curves derived from theon detection performance, would appear to possess charac-
measurements and shown in Fig. 13. Moreover, the modelegtristics that can be exploited for environmental adaptation.
results(taken as a who)eare, on the average, slightly less Alternatively, their presence, if unaccounted for, could lead
deviant from the Rayleigh curve than the measurements. A® errors in the values of extracted parameters and to incor-
yet, it has not been determined if subtle differences such a®ct assumptions relating to the reverberation statistics. Ei-
these are significant. A differefiséecond set of ten-ping re- ther of these can directly result in inaccurate detection per-
alizations from the pressure time series model might producéormance characterizations when the sonar is near the ocean
a set of curves that more closely replicates the reverberatiosurface.
distributions observed in the measurements. Alternatively,
another ten-ping set of reverberation time series from the
experiment could produce a set of curves that more closeffCKNOWLEDGMENTS
replicateg the reverbgrat_ion di§tributions generated by_model This work was supported by the Office of Naval Re-
for the first ten realizationsiSince no such perturbations gearch. The authors would like to thank Ken Dial for his
were attempted in our studies, this is merely a speculation by,,ggestions and recommendations on the research contained

the authors. _ . . in this paper.
Such subtle differences notwithstanding, these analyses

of the measured time series and the modeled pressure rever-

beration suggest that short interference estimation windowaPPENDIX A
are highly desirable when coherent interference effects ar&
present in the reverberation background, unlike the noise in-"
terference conditionwhere longer interference estimation In this appendix, a coherent reverberation intensity for-
windows are often desirable to obtain a better estimate of theulation (i.e., reverberation intensity as a function of time
mean. In addition, these measurement and modeling results presented for an omnidirectional source and receiver lo-
are very encouraging, demonstrating that while model geneated in an isovelocity water column having an infinite bot-
erated predictions of reverberation containing Lloyd mirrortom loss. Appendix B contains a formulation for the pressure
effects might not agree in detail in reproducing the coherentime serieqpressure as a function of tilmeorresponding to
pattern possessed by the measurements, they neverthelesther the coherent or incoherent reverberation intensity. A
can still provide representative measures of the reverberatiamonostatic geometry and cw pulse is considered. The gener-

Intensity formulation
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The appropriate form of the two-way scattered pressure field
can then be written as

P(r,t)=po\u[ SD(LRy)e*Fa— S 1Ry e'*Fs]%e ™",
(A8)
where SD= ysin§y and SS= {sin ;. Notice that there are
actually four paths involved{l) source-bottom-source&?)
source-surface-bottom-source(3) source-bottom-surface-
source, and4) source-surface-bottom-surface-source. An ex-
tension of the formulation to a receiver at a different depth
than the source is easily implemented.

The time dependence at the source is assumed to be a cw

FIG. 15. Geometry and nomenclature assumed in the Lloyd mirror equatiopulse of the form
derivation.

e T ”t

e "' for 0<t<r and zero otherwise. (A9)

alization to directional source and receivers, LFM and HFMIn this expressiony is the pulse length. A LFM pulse can
pulses, bistatic geometries and finite bottom loss is easilplso be modeled by using the appropriate form. There are
accomplished. conceptual difficulties in modeling full coherence that in-
volve normalization and spurious behaviors in time. Instead,
a special form of coherence is assumed. In the simple case
B. Lloyd mirror considered, the reverberation at any titarises from the

The geometry for the case considered is shown in Figcontribution of the multipaths from all elemental scattering
15, wherer is the rangeSis the source-receiver depti/is  areas that satisfy the travel time requirements determined by
the water depthg, is the grazing angle at the bottom of the the geometry and the transmitted pulse length. Since the el-
direct path,6s is the grazing angle of the surface reflectedemental areas are at different ranges and the respective mul-
path,Ry andR, are the one-way direct and surface reflectedtipaths, in general, have different contributing arrivals can

path lengths, respectively, and are given by differ by as much as the duration of the transmitted pulse. In

> 5 the usual reverberation formulation these contributions are

Ry=V(re+(W=9)9), (Al)  all added together incoherently. In a completely coherent

and computation, these contributions are all added together co-

herently. In the present formulation it is assumed that only

Re=V(r*+(W+9)?%). those contributions arriving back at the receiver from the
The coherent pressure field for the one-way path can be esa@me elemental scattering area at timeill add together

pressed as coherently and these will form the total reverberation.

B B KR KR ot Such an elemental area is given kyr (d#) located at
P(r,t)=p(r)f(t)=pol (6""¢/Ry) — (e""/Ry) Je ', ranger and azimuthal angl@. As the angled changes so
(A2) does the location of the elemental area and, as a conse-
wheret is the time,w is the angular frequencyy, is the  quence, contributions arising from different azimuthal angles
pressure source level, akds the wave number will add together incoherently. Since only a monostatic situ-
(A3) ation is considered here and since there is not environmental
or geometric dependence on azimuthal angle, these contribu-
andc is the sound speed. The usual Lloyd mirror pattern isiions are independent of that angle. Integration over the azi-
contained in muthal angle introduces a factor ofr2and, as a conse-
—10logp|2. (A4) guence, the two-way backscattered intensity at tinfier a

source level intensity, is given by
The two way pressure field, based on the earlier notation, is

w=27f, k=wlc,

given by L= 2701, [ 1AGo(1.0+ G 1,0+ 61 0,
Pu(r,t)=p(r)%f(1), (A5) (A10)
and the two-way equivalent of the Lloyd mirror pattern by \\here
—-20 |Od th(l’)|2_ (AG) Gd(r,t):(SD/Rd)Zei(Zde_wt), (All)
C. Coherent reverberation for 2Ry/c<t<2Ry/c+7 and zero otherwise,
(A12)

Having established the notation, the formulation for co-
herent backscattering will now be presented. A Lambert's G _ r,t)=—2[SD- SI(RyR,)?]e/KRa+Ro~wtl = (A13)
law behavior for the backscattering strend®, is assumed,
ie. for (Ry+Ry)/c<t<(Ry+Rg)/c+r

Bs= u sin( 64)sin( ;). (A7) and zero otherwise, (A14)
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and In these expressions, the variofiér;) are independent pseu-
dorandom variables having a uniform probability density be-

_ 2 4i (2kRg— wt)
Gs(r,)=(SSRy)’e ' (AL5) tween 0 and 1. The definitions of the varioBscontained in
for 2Rs/c<t<2R;/c+7 and zero otherwise. Egs. (A11)-(A16) are unchanged except thRy, for ex-
(Al6) ample, as defined in E@AL), is replaced byR4(r;), where
:2 ;ﬁ/r;trr]as; the appropriate form for incoherent reverberation Ry=Ry(r{) = \/m (B4)

The expectation value gy, is given by
linc(t) = ZWMIOJ rdr{|Gd(r,t)|2+(l/2) : |Gsd(ryt)|2
(IPeoDP)=2mulo( 2 |Gy(ri)+...|°riAr

+|G(r,1)[}. (A17) i
Notice that Eq(A17) contains no phase information. .
Based on the earlier coherent formulation, it may be +;j {Ga(ri) +..}{Ga(r +...}
seen that at any range for which
7<[(Rs(r))—Rqy(r)]/c, (A18) X g2 A= rir, - Ar (B5)

there can be no overlap in time of arrivals and therefore all
paths add incoherently. This is one extreme. The middland in the limit asAr—0
ground is when

Peor V) im ar—0=lcon(t) Of Eq. (A10) (B6)
T>[(Rs(r))—Rd(r)]/c, (Alg) - <| co | >I|mAr 0 co
. . §|m|larly
and then arrivals from the direct and the surface reflecte
paths will overlap and add coherently. The nonoverlap por- {Pine(V)®)im ar—0=linc(t) of Eq. (A17). (B7)

tions (beginning for the direct and ending for the surface

reflected will add incoherently. Another extreme is when the Numerical examples of the coherent reverberation time se-
overlap condition is satisfied butis very large. In this case, fies are shown in Fig. 10.

the interference pattern is smeared and the reverberation ap-

proaches the incoherent behavior.
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A method to obtain coherent acoustic wave fronts by measuring the space—time correlation function

of ocean noise between two hydrophones is experimentally demonstrated. Though the sources of
ocean noise are uncorrelated, the time-averaged noise correlation function exhibits deterministic
waveguide arrival structure embedded in the time-domain Green'’s function. A theoretical approach

is derived for both volume and surface noise sources. Shipping noise is also investigated and
simulated results are presented in deep or shallow water configurations. The data of opportunity
used to demonstrate the extraction of wave fronts from ocean noise were taken from the

synchronized vertical receive arrays used in the frame of the North Pacific Labo(AtBAL)

during time intervals when no source was transmitting. 2@4 Acoustical Society of America.
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I. INTRODUCTION noise has been demonstratétthe goal of this research is to
lay the foundation for substituting ambient noise in coherent
Acousticians have used incoherent processing of ambimaging procedures such as tomograpthat typically re-
ent noise to achieve small scale imaging in the ot&athe  quire an active source or other noise based imaging methods
same way as optical imaging is performed from incoherenin need of some coherence.g., Ref. 10
light. Here, we show that it is feasible to transform a collec-  The results presented here find their origin in the heli-
tion of apparently incoherent noise sources into a coherentseismologic research of Rickett and Claerbddtheir work
large scale, imaging field. Actually, every individual sourceis based on the following conjecture: “By cross-correlating
of noise(e.g., a collapsing bubblén the ocean generates an noise traces recorded at two locatidns), we can construct
acoustic field that is potentially coherent when received bethe wavefield that would be recorded at one location if there
tween two points after long range propagation. However, thisvas a source at the other.” This statement has been experi-
small coherent component at each receiver point is buried imentally confirmed by the ultrasonic research of Weaver and
the spatially and temporally incoherent field produced by allLobkis?** who have shown that the long-time, two-point
the widespread noise sources distributed over the ocean. Werrelation of randoniBrownian motion noise in an alumi-
demonstrate in this paper that a long-time cross-correlationum block cavity yields the deterministic time-domain
process extracts coherent wave fronts from ambient nois€reen’s function between the two points. Further, there have
without the support of any identifiable source. This meanseen recent results of a related nature by Campillo andPaul
that noise could be used as a potential coherent source in tiiesed on the cross correlation of the diffuse coda of identi-
ocean leading to the concept of a self-imaging process. Thed&ble seismic events. Here, we demonstrate that the temporal
general results reveal the potential information content ofarrival structure of the two-point acoustic TDGF can be
random noise fields in a natural environment. analogously approximated in the ocean using ambient noise.
The sources of ocean surface néiddnatural and man- In particular, the long-time correlation between a receiver
made as well as the subsequent average spatial distributioand elements of a vertical array of receivers yields a wave-
of ocean nois&’ have been studied extensively. However, front arrival structure at the array that is identical to the
because the instantaneous distribution of all the mutually instructure of the TDGF except that the amplitudes of the in-
coherent sources is extremely variable in space and time, dividual wave fronts are shaded by the directionality of the
robust, space-time observable of ocean noise is difficult to noise sources. The Green’s function emerges in both the cav-
identify. In this work, we derive and verify with data a ity and ocean cases from those correlations that contise
(space—timgwave-front coherence property of surface noisesources whose acoustic field passes through both receivers
not previously explored. With simple signal processing thesd he Weaver result relies on noise sources that are contribut-
wave fronts that are strongly related to the time-domaining to the construction of the TDGF that are distributed over
Green's function(TDGF) between observation points, are three dimension$3D) leading to the so-called modal equi-
easily observable. Though incoherent imaging with ambienpartition in the cavity. The Campillo result is also based on
modal equipartitiort? in this case due to multiple scattering
JElectronic mail: philippe@mpl.ucsd.edu in the garth_ypper crust, but they build up thgir TDGF from a
b3 A. Colosi, B. D. Cornuelle, B. D. Dushaw, M. A. Dzieciuch, B. M. S€t of identifiable events. For the ocean environment consid-
Howe, J. A. Mercer, W. Munk, R. C. Spindel, and P. F. Worcester. ered here, there is no significant 3D scattering in the fre-
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FIG. 1. (a) Two arrays are depicted at a separation distdRca& schematic of the directivity pattern of the time-domain correlation process between two
receivers on each array is projected on the ocean surface. Only a discrete set of lobes have been displayed that correspond to noise sourcésnwvhose emiss
angle is equal to-60°, —30°, 0°, 30°, 60°, and 90°. Each angular lobe depends on the central frequency and bandwidth and corresponds to a delay time in
the correlation function. For the case of equally distributed ambient noise sources, the broad end-fire directions will contribute coherémigytovet

arrival times associated with the TDGF while the contribution of the narrow off-axis sidelobes will average down. For the case of shipping meise, cohe
wave fronts emerge only when there is sufficient intersection of the shipping paths with the end-fire beams. However, if there is a particulairigud shipp
event, it will dominate so that either impractically long correlation times are needed, or discrete events should be filt¢bgcmdifc) The correlation

process is done using time-domain ambient noise simultaneously recorded on two receivers in arraydd) &phftal temporal representation of the wave

fronts obtained from the correlation process between a receiver in array 1 at depth 500 m and all receivers in array 2 separated br& 2z08rmoe The

arrival structure of the correlation function is composed of the direct path, surface reflected, bottom reflected, etc., as expected in the TEFatBecare

taken in 20 min segments, the result is a combination of three segments in order to accumulate the wave-front structure from what turns out @ be shippin
noise(see Fig. 7 for further explanatipnThe correlation function is plotted in a dB scale and normalized by its maxirf@iffihe same correlation processing

is performed on data that have not been recorded at the same time on the two arfdysand (e), the x andy axes correspond to the time axis of the
cross-correlation function and receiver depth, respectively. The correlation functions are plotted in a dB scale and normalized by the mekimum of

quency regime of the available data. Without the presence df. BASIC PRINCIPLES AND EXPERIMENTAL
identifiable events, it is shown that only noise sourcePEMONSTRATION
aligned along the line between the receivers contribute over a

long-time correlation. ambient noise at two receivefBigs. 1b) and Xc)] in array
This paper is structured as follows. In Sec. I, we de'l and array 2 are pairwise cross-correlated. In Figd). dnd

scribe the basic principles of the ambient noise CroSs'l(e), this correlation is a function of delay time and vertical

correlation technique in the ocean. Section Ill presents ®Xposition (depths of receivers in array 2s is the TDGF be-
perimental results using a known shipping source verifyingyveen a position in array 1 and the receivers of the array 2.
that the residual of the time-averaged correlation functionrhe directivity pattern of the correlation process for a set of
indeed comes from noise sources located in the endfire dincoming angles is schematically projected on the ocean sur-
rection of the receivers. Section IV starts with a theoreticaface[Fig. 1(a)]. For each incident angle, the directivity beam
derivation of the ambient noise time-domain correlationdepends on the central frequency and bandw(sigle Sec. IlI
function with noise sources distributed either in the volumefor details and corresponds to a delay time in the correlation
or at the surface of the waveguide. The case of shippin(_f]”nCtion- This directivity pattern shows how noise sources all

noise is also explored. Simulations in shallow water poinoVer the ocean surface participate to the noise Cross-
out the similarities and differences with the TDGF. Finally correlation function. Noise sources inside the same directiv-

we present in Sec. V coherent wave fronts obtained frorr'1ty beam add coherently while noise sources inside different

) . : directivity beams average incoherentlye., there is a differ-
ambient noise data simultaneously recorded on four copIanaerm delay time associated with each beam Fig. 1(a), we

hydrophone arrays. see that two broader beaniso called end-fire beamsre

The overall concept is summarized in Fig. 1 in which
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aligned on the axis between the two arrays. Because of their 1959.
size, these beams yield a larger contribution to the noise
correlation function. For example, the two dashed lines in —~ 1959
Fig. 1(a) show the coherent contribution from surface noise g
sources that travel through both receivers. We will show in by
Sec. Il that noise sources inside the end-fire beams provide 21958'5'
the residual time-averaged coherence between the two ar- '%
rays. 1958
In Fig. 1(d) we show a display that is an actual multi-
day composite of three 20 min segments of simultaneous 1957. N S ;
recordings of data discussed in Sec. IV. The wave fronts in 7183 71525 7152 71515 7151
the display obtained from the cross-correlation process are longitude (min)

Symmemc I_n time with respgct to the zero time Qf the Corlfe_FIG. 2. Representation in latitude-longitude coordinates of the 16-min-long
lation TunCt'On because noise sources were dlstrlbuted. OBhip track(blue full line) with respect to the sono-buoys locatidiue “*” ).
both sides of the arrays. Note that there is no correlatiorrhe approximate distance between the sono-buof-i$50 m. The aver-

between data not recorded at the same {ikig. 1(e)] con- age ship speed was constant and equal to 4.8 m/s. The directivity pattern of

S : : the time domain cross-correlation process between the two sono-buoys is
flrmlng the hypOtheSIS that coherent wave fronts built up lotted in red. Only a discrete set of lobes have been displayed that corre-

over time from individual noise sources whose acoustic fieltipond to noise sources whose emission angle is equab@s, —30°, 0°,
propagates through both receivers. 30°, 60°, and 90°.
The basic difference between the Weaver cavity configu-

ratign and ocean noise ,iS the .3D reverberation physics of t.hg shallow water environment. Noise was generated during 16
cavity versus the two-dimensional ocean waveguide physiCiy jn the 100-300 Hz frequency interval by a ship whose
of traveling waves in the horizontal direction. For the latter, .,k is represented in Fig. 2. The two 16-min-long time

this means that a ray aligned along the receiver axis will pasggieg are then cross correlated using different time windows
through both receiver points by reflection or refraction; hOW'(Fig. 3. When the correlation is performecid s duration
ever, if the ray has a horizontal component not along thgine serieqFig. 3a)], the ship track is clearly observed. If
horizontal line between the receivers, it cannot be reflecteg, length of the cross-correlated time series is increased to
back to the second receiver and therefore cannot contribute 145 20 and up to 30[sigs. 3b)—3(e), respectively, the

to build@ng up the pohe_rent wave_fronts between the receivsignature of the ship track tends to disappear and the only
ers. This Qeomet”c"’," mterpretanon does nqt apply t.o thes’ignal left is obtained when the ship crosses the end-fire
cavity but is still valid in the case of Campillo's multiple i |opegFig. 2). This signal exhibits different bottom and
scattering earth model. Indeed, even if the seismic events atg tace-reflected paths classically found in a shallow water
not aligned with the two seismometers, we believe that theironment. We will show in Sec. IV that it converges to

main contribution to the average correlation function comesne 4rrival structure of the TDGE between the two sono-

from the scatterers present inside the end-fire beams. Inde%oys when averaged over several different ship tracks. Ob-

the direct path is built from those scatterers in the upper Cr_uayiously, we observe in Figs.(8—3(e) that the longer the
of the earth that behave as secondary sources and re-dired e |ation window, the higher the signal-to-noise ratio be-
the incident field so that part of the wave travels on a straight 3 ,se more acoustic sources participate coherently to corre-
line through both receivers. lation function. Then, for longer time seri¢Big. 3(f)], the
correlation pattern does not change because no more coher-

ll. EXPERIMENTAL DEMONSTRATION OF LONG- ent sources were present in the signal. Assuming that the
TIME TWO-POINT CORRELATION PROCESSOR speed of the ship was constant during the track, it generates

The underlying physics of this technique relies on long-a uniform density of sources over time. For long time win-
time cross correlation of ambient noise data. Cross correlsdows, the signal-to-noise ratio of the correlation process can
tion of acoustic data between hydrophones is a very commobhe defined as the ratio of the number of coherent versus
signal processing tool to detect and locate sources in thi#gcoherent sources inside the recording time window. Fol-
ocean. The difference here is that we are not interested in tHewing the geometrical interpretation developed in Sec. I,
actual noise sources but in the residual coherence betwedhis ratio corresponds to the area enclosed by the end-fire
the hydrophones. This coherence, which corresponds to tHgeam to a non-end-fire beam.
temporal arrival structure of the TDGF, is extracted when the  The directivity patterrB(#6, 6,) in the directioné of the
cross correlation is performed on long-duration time seriescorrelation function between two receivers for an incident
In the case of nonstationary noise sourtasface noise or wave in the directiord, can be written as
noise generated by a ship in motjorthe signature of the w0t Awl2 'R
noise sources in the cross-correlated signal averages out and B(a,eo)zf 1+exp{ i ——cog 0)”
disappears while the coherent paths between the two hydro- w—Awl2 ¢
phones remain.

A separate experimental demonstration of this process X
has been performed from data simultaneously recorded on
two sono-buoys at a few hundred meters from each other iwhereR is the distance between the two receivess; 2 f

do’, (1)

o'R
1+ ex;{ —|Tcos(60)>
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FIG. 3. Representation of the temporal evolution of the time-domain cross-correlation function between the two sono-buoys along the 16-ipitrdokg sh

Thex andy axes correspond to the time axis of the correlation function and the ship position, respectively. The duration of the time windows on which the
cross correlation is performed (8) 1 s, (b) 5 s,(c) 10 s,(d) 20 s,(e) 30 s, andf) 40 s. Each cross-correlation pattern is normalized by its maximum. The
color scales are in dB.

the central angular frequency, add the frequency band- V. THEORY AND SIMULATION
width. The angled and 6, are defined with respect to the axis

of the two receivers. After development and integration, we 1 he analogy to the Weaver volume cavity noise would
obtain the following from Eq(1). ideally be ocean volume noise sources uniformly distributed

(1) If 6,0 and o< by, throughout the water column. However, ocean noise is domi-
nated by surface noise sources that are typically uniformly
86 [2Rsin(6p)\%/ , Aw? distributed over the ocean surface as one goes to higher fre-
B(60p+ 66,60p)=1— S\ T ( 12 guencieg>1 kHz, see Ref. 2 For the lower frequency case

(2 (~100 H2, data are dominated by shipping noise, and while
the concept remains the same, the relative amplitudes of the

(2) If 9p=0 or fp=m and 56< o, wave fronts that become observable will be dependent on the

50% R\ 2 ) A w? specific shipping distribution during the recording time inter-
B(60,00=B(80+m m)=1——=| -] | 0"+ —5|. val. As a matter of fact, it is shown here by theory and
3
Equations(2) and(3) show that the end-fire bean(f®r . surface noise

0o=0 or 6= ) are broader. It follows that the ratio of the

y4 L]
area enclosed by the end-fire beam to a non-end-fire beam i: W % tv . 22%& \\j? 150m

Rafi B /a)R. 1 1/Aw
atia 6g) = < sin( 6p) +1—2

2\ 1/4
— . 4 ‘
< @ : 7

Taking R~650m, f=Af=200Hz, c=1500m/s we get a FG. 4. Schematic of the waveguide in which simulations are performed. A
maximum signal-to-noise ratio of 25 dB, which is in good source receiver ir;=100m and an array of receivers are located at a
agreement with the daf&ig. 3(e)]. The maximum signal-to- distanceR=2500 m from each other in a 150-m-deep shallow water envi-

. L . : : - : ronment. The surface noise sources are at depthl m. The sound-speed
noise ratio is obtained for a time windoW~30s that is profile decreases linearly from 1500 m/s at the surface to 1480 m/s at the

approximately the time spent by the ship in the end-firéygitom. The bottom sound speed, density, and attenuation are 1800 m/s,
beam. 1800 kg/ni, and 0.05 dby, respectively.
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simulation that shipping produces similar results to the surfor the ambient noise correlation function is then:
face noise case but that distant shipping emphasizes more

horizontally traveling wave fronts than nearby ships for Q% w) 1
which the wave fronts are more vertical. Cu(Rz1,25)= ——>— > Uy(z1)Uy(22) K.

The ocean acoustic environment is typically treated as a 4pk*(w) n neEn
waveguidé® such that the propagation between points 1 at X[H (kR —HEP(— kX R)]. (8)

depthz; and 2 at deptlz, separated by horizontal range R

(Fig. 4) is given, in its simplest form, by a normal mode  After frequency integration, the time-domain ambient
expansion: noise correlation function is obtained fro@,(R,z;,2,)
iS(w) =[dwC,(R,z;,2,)exp(—iwt). The two Hankel functions in
G,(R,z;,2p)= 4—2 Un(z)Un(z)HP(kR), (5)  Edg. (8) represent two wave fronts traveling between receiv-
p ers 1 and 2 in opposite directions. Physically speaking, the

where U,,(2) is the depth-dependent eigenfunction associiwo wave fronts arise from a uniform volume noise distribu-
ated with wave numbek,, p is the density at the source tion so that atany point, noise is coming from all directions.
location, andS() is the source spectrum. When integrated!nvoking the modal normalization conditionf[U?(2)/
over the frequency bandwidth, E() becomes the TDGF:  p(2)]1dz=1, the amplitude factor

Gt(R,zl,zz):f dw G,(R,z;,2,)exp(—iwt). (6) o K :j a(Z)i@dZ
n':»n
c(2) p(2)
The wave-front structure of the Green’s function results from
modes with similar group speeds constructively interfering(Where a(z) is the depth-dependent absorptionis slowly
over frequency; mathematically the wave fronts can bedependent on mode number. Thus, the modal decomposition
shown to emerge, for example, from a stationary phasé EQ. (8) is very close to the Green’s function decomposi-
eva|uati0ﬁ7 of Eq (6) that results from the condition tion as written in Eq(5) This means that the correlation
d(k,R— wt)=0. function obtained from volume ambient noise recorded at
two receivers in a waveguide is a good approximation of the
Green'’s function between the two points. The reasoning done
In order to demonstrate the connectivity between thehrough Egs.(7) and (8) is the waveguide equivalent of
volume-cavity result of Weaver and the correlation of ocearWeaver’s cavity approach in which he supposed the modes
waveguide noise as formulated by Kuperman andequipartition due to an uniform noise distribution in the cav-
Ingenito®® we first modify the latter theory to include vol- ity.
ume sources. This shows how the waveguide TDGF emerges
in analogy to the cavity case. Following Ref. 6, the modal _
decomposition in the frequency domain of the volume noisé3- Surface-noise case

A. Volume-noise case

cross-correlation function between points 1 and 2 is Assuming a sheet of noise sources located at a given
L5 depthz’ only, Kuperman and Ingenito obtained the follow-
i TQ(w) 1 . ion for th . lation f S
C.(Rz;,2,)= ) J 7 )erE U (2)U(2y) ing expression for the noise correlation function:
w P Z' n,m
7Q%(w)
1 Cu(Rz1,25)= m; Un(z1)Un(Z2)
XUm(Z,)Um(Zz)W p
n m 2051
€ & ><M[H(l)(k R)—HG (— Ky R)]
X[Hg (kaR)—Hg (= kLR, (7 apK, -0 0 nd
whereQ?(w) is the power spectrum of the noise sources and 9)

z' the depth of the noise sources. To obtain €, We | the case of noise sources distributed at the surface of the
assumed that each sheet of noise sources at deptre  ,cean, a monopole source below the pressure release ocean

uncorrelated and that noise sources are uniformly distributed,iface behaves as a dipole structure. The amplitude factor
in the whole water c_olumn. The spatial mtegrauon over th%ﬁ(z’)/anKn in Eq. (9) results then from a combination of
depth of the waveguide can be performed using the orthoggne gipole behavior of the noise sources and the effect of

nality condition of modes attenuation over long ranges. Formally, the factor arises be-
Un(2')U(2) cause there is no i_ntegral over_the depth of sources as in the
f P(T "=8nm- volume case; that is the only difference between the volume
and surface cases. Since this amplitude term will not affect
Doing so, we neglect the tail of the mode in the bottom ofthe stationary phase argument that synthesizes the wave
the waveguide and we assume a constant density in the watzonts® the time-domain surface noise correlation function
column p(z')=p. We also suppose thdt, is a complex C(R,z;,2z,) will exhibit the same wave-front structure as the
number of the fornk,=K,+ie«, (with K,>a,>0), where two point Green’s functions though the amplitude of the
a, is the modal attenuation coefficient. The final expressiorwave fronts will be different. We therefore conclude that
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FIG. 5. Spatial-temporal representa-
tion in a linear scale ofa) the time-
domain cross-correlation function of
surface noise computed between a re-
ceiver inz;=100 m and a receiver ar-
ray at a distanc® in a shallow water
waveguide(see Fig. 4 The x andy
axes correspond to the time axis of the
correlation function and the receiver
depth, respectively(b) The time do-
main Green'’s functionTDGF) com-
puted between a source iy and a
receiver array at the same distariRe
(c) the TDGF computed in the same
configuration as in(b) for a vertical
dipole source ag;. Simulations have
been performed in th¢50-150 Hz
frequency bandwidth.

depth (m)
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©
S

2 depth (m)

depth (m)
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after the temporal averaging underlying E8), we obtain  where G(w) is the power spectrum of the shipping noise.
coherent wave fronts from ocean surface noise. Howevers explained in Sec. Ill, the correlation process emphasizes
these coherent wave fronts only constitute an approximatiothe contribution from ships located in the end-fire beams.
of the TDGF, the excitation of each mode being weighted bywhen a ship is located in the end-fire direction of the two
a dipole shading. This approach is similar to Campillo’s re-receivers, we havéR;—R,|=R. Evaluating the average
sult in the sense that only the Rayleigh wave was reconeontribution from a ship involves integrating EQ.0) over
structed between two seismometers using the late coda d@fe lengthL of the ship track inside the end-fire bedsee
seismic events. The longitudinal and shear waves that clagig. 1(a)] yielding an amplitude term sin ckf— k) (L/2)),
sically participate to the TDGF between two points at thewhere sin cgrx) = sin(mx)/mx stands for the sinus cardinal
earth surface are missing in the correlation function becauskinction. When the integration is performed on several ship
they are not properly excited by the scatterers present in thgaths whose accumulated paths such that
upper crust of the earth.

In Fig. 5, we confirm this theoretical approach with Ls ;
simulations using the spectral motfeperformed in a shal- ming m([kn=Kpl) ’
low water environment in the 50—-150 Hz frequency band

‘it follows:
width (Fig. 4). The time-domain correlation function of sur-

face noise[Fig. 5@a)] is compared to the actual Green’s 62(0,) Uﬁ(z’)

function [Fig. 5(b)] between one source-receiver and an ar-  (Cu(R.Z1,2p))x ——— > Un(zy)

ray of receivers. As expected, the same coherent wave fronts piZ) m ‘/k_”

are observed but the amplitude of the higher-order reflected XU (2 HP (KaR), (12)

paths is different. Consistent with the above-mentioned re-
sults, the Green’s function computed with a vertical dipolewhere the angular brackets) refer to the average over an
source instead of an omnidirectional monopole excitatiorRccumulation of ship events. When ship paths cover the

[Fig. 5(c)] shows an obvious similarity with the time-domain Whole ocean surface, the propagating wave in @d) is
correlation function. changed into two propagating waves in opposite directions

as in Eq.(9). Equationg11) and(9) then become very simi-
lar in the sense that they both correspond to an amplitude-
shaded approximate version of the TDGF.

For the pure shipping case, the correlation function re-  Though we get the same forms for either broadband
sults from the product of two Green’s functions each of theshipping or surface ambient noise, the signal-to-noise ratio
form given in Eq.(5) but evaluated at the radial distand®s  (emergence of the wave frontsf the two cases will be
andR; between the ship and receivers 1 and 2, respectivelyifferent as the schematic of Fig. 1 indicates and as discussed

az(w) further in the following. For example, as opposed to ambient
o > U(Z2)Un(z)Un(Z) noise sources, shlppmg events could be possibly |dept|f|ed,
p=(z') nm normalized in amplitude, and integrated separately in the
correlation function. This would balance the contribution of
close/faraway ships with loud/low source levels. Further-
(100  more, since shipping is episodic, it would be helpful to elimi-

C. Shipping-noise case

Cw( R!Zl 122)0C

XUn(zo)HSY (knRy)HEY (—kmRy),
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FIG. 6. Simulations of the Green’s functigfDGF) and the time domain
correlation function in an oceanic environment close to the experimental ’g 600
data.(a) Spatial-temporal TDGF from a source at depth 800 m to an array at
a distance of 2400 mb) The same TDGF but source shaded by a dipole &
O 800

pattern similar to the radiation pattern of near-surface soufcgSurface
noise correlation function between the same position of the source and the
array showing a close similarity td). The x andy axes correspond to the 1000
time axis of the correlation function and the receiver depth, respectively. i 2.0
The color scales are in dB. Time (s)

FIG. 7. Spatial temporal representation of the correlation function obtained

nate high amplitude events from the data and thereby "hoin the case of near-surface sour¢skipping noisgat various ranges in an
oceanic environment close to the experimental data.xTaedy axes cor-

mogenize” the noise n order to enhance the convergence fQspond to the time axis of the correlation function and the receiver depth,
the expected correlation function. The best data set displaysspectively(a) An L =500 m track for a ship at a 20 km distan¢b) An

no specific events and is approximated well by the theory of =500 m track for a ship at a 3.5 km distan¢e.An L =500 m track for a
uniformly distributed surface noise sources. ship at a 500 m distancéd) Composite of(a), (b), and(c) indicating what

. . . .one could expect from an accumulation of shipping episodes. The color
Simulations of the above-noted processes are given i0.4es are in EB. pping €p

Figs. 6 and 7 in which the TDGF is numerically computed
with the surface noise correlation function or the shipping
events correlation function. The ocean environment is Closﬁifferent amplitude emphasis—shorter ranges favoring more
gzat)k]]e Aesxi% eIrzlznegta\llvﬁggﬂt%faélgl:,zsfirr']?;;gﬁl? Sg(g)??s vertical paths in the correlation function. Figur@), which
) g- o g is a composite of the various ranges, exhibits, as expected,

combined with the directivity of a dipolgéFig. 60b)], the val i Ei Y " the shi
depth-time dependent pattern of the Green’s function and th‘st?e same arrival structure as in Figap Hence, in the ship-

noise correlation functiofiFig. 6c)] look similar. However, ~PiNg case, a collection of random shipping events will fill in
the amplitudes of the wave fronts are still different because #'¢ whole TDGF pattern over time. Roux and Fihkave
dipole at 600 m does not have the same directivity pattern aéieoretically examined the case of averaging correlations of
a dipole at the surface in a depth-dependent sound speel@terministic sources over depth that theoretically results in
profile. modal equipartitiort?'* However, as an impractical matter
Further, Fig. 7 refers to an end-fire ship tra@ource in ocean acoustics, it requires the insertion of active sources
contributions from other directions vanish over long correla-and is more akin to the above-discussed hypothetical volume
tion time window, as shown in Fig.) &t different ranges. In  goyrce problem.
Figs. M1a)—7(c), we observe that the wave-front arrivals have
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axis of the correlation function and the receiver depth, respectively. The color scales are in dB.
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V. EXPERIMENTAL RESULTS WITH HYDROPHONE 8(g)]. The sloping environment results in the asymmetry be-
ARRAYS tween the two directions, i.e., upslope increases the reflection
angle.

The actual measurement and signal processing that cor-
respond to the theoretical results of E§) is done in the
time domain where the correlation functi@y,(t) is mea-
sured usingCqo(t) =/ S;(7)S,(t+7)d7, where S;(t) and

From the physical picture and the measurements pre-
sented above we can derive insight into the major compo-
nents governing the rate of emergence of the coherent wave

S,(t) are the ambient noise received on receivers 1 and 2 E(Eonts for a homogeneous d'St”bUt'on Of ra.nd(_)m sources.
time t. Note that the correlation processing requires datd©Wever, we can only draw some qualitative insight into our
measurement that have a common clock time. We use data SPECific data of opportunity that is dominated by episodic
opportunity from the NPAL prograf originally taken for shlpp|_ng. Con5|d_er two_ receivers separated by a dist&ce
other purposes. Data correspond to different sets of 20 mif"€ Signal-to-noise raticSNR) at the output of the correla-
simultaneous recording of ambient noise on four vertical arfion depends on three physical phenomena. First, it depends
rays, filtered between 70 and 130 Hz. Despite the obviou8" the part of the signal that contributes to the correlation
presence of shipping noise in this frequency bandwidth, higwompared to the uncorrelated ambient noise, either acoustic
amplitude signals were not identifiable in the spectrograms 8" electronic. The uncorrelated acoustic ambient noise corre-
the receivers. Using four coplanar arrdy&g. 8@a)] enables sponds to the field that does not reach the two receivers
us to measure the noise correlation function with respect t§ecause of the medium attenuation or above critical grazing
the travel time separation between one receiver in array angle transmission into the bottom. That is, the noise field
and all receivers in arrays 2—4 as shown in Figs)-88(d). consists of a local and some nonlocal components which
Note in Figs. 8a) and 8d) that array 4 has twice as many vary with overall attenuation. Second, the correlation func-
elements as arrays 1—3. We observe from the correlation Iiéon is built from the contribution of noise sources located in
times that we have extracted wave fronts as they wouldhe end-fire beams versus noise sources in the non-end-fire
propagate from a point source to ranges of 1700, 2400, andeams[cf. Eq. (4)]. Last, for a bandwidti\ f, the SNR as-
3500 m, respectively. We also show that we recover similasociated with a correlation process grows with recording
wave fronts for the opposite direction by correlating one retime T and is given byTAf.*822 |n any event, the total
ceiver in array 4 with all receivers in arrays 1f/3gs. 8e)—  SNR at the end of the correlation process is related to the
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A hybrid method coupling nonlinear and linear propagation codes is used to study the nonlinear
signature of long-range acoustic propagation for high-amplitude sources in an ocean waveguide.
The differences between linear and nonlinear propagation are investigated in deep and shallow
water environments. The spectral reshaping that occurs in nonlinear propagation induces two main
effects: in shallow water, an unusual arrival time structure in the lowest order modes is observed,
and in both shallow and deep water environments, there is a tendency to have acoustic energy more
uniformly distributed across modes. Further, parametric low-frequency generation in deep water is
a candidate for the coupling between water and sediments for T-wave formatior200®
Acoustical Society of America[DOI: 10.1121/1.1756613

PACS numbers: 43.30.Lz, 43.30.Bp, 43.30.Qd, 43.25[&HT ] Pages: 2004-2010

I. INTRODUCTION frequency—mode coupling leads to a particular shape in the
modal structure in terms of arrival time and energy distribu-

Our goal in this paper is to study how to characterizetion. Two types of long-range paths are analyzed in deep
acoustic signals generated by a high intensity source angater that correspond respectively to a source located in
propagated over several thousand kilometers in an oceahallow or deep water. Other results to be demonstrated are
waveguide:? In a high-energy event, such as an explosivethe following.
shock wave, nonlinear processes induce changes in th
ocean’s acoustic properties. The nonlinear signature of al
acoustic waveform propagated over long ranges is investi-
gated in this paper.

Several approaches have been put forward to model e
plosion waveforms and to estimate source levefdn this
article we do not deal with the phenomena that occur directly
at the source. The simulations presented here use a narrO\(\é;)
band source in order to focus on signal evolution during
nonlinear propagation over very long ranges. Two propaga-
tion models are used here. First, a time—domain code bas?g)
on the Nonlinear Progressive Wave EquatibiPE)’ is used
to propagate a finite-amplitude acoustic wave field. Second,
this code is coupled to the linearRAKEN® normal mode code designated as a T wave. Indeed, low parametric fre-

to propagate this field over very long oceanic paths beyond a 4 ,ency excitation in deep water, that can be restricted in
certain distance for which the amplitude of the acoustic field  ¢h411ow water because of the waveguide cutoff fre-

?[) Nonlinear effects are smaller in deep water than in shal-
low water due to the higher geometrical spreading that
strongly diminishes the amplitude.

>£_2) In deep water, a nonlinear signature is characterized by
energy more uniformly spread out over a large number
of modes. In shallow water, this redistribution can be
clearly observed, but fewer modes are excited.
Nonlinearity in shallow water can be high enough to
strongly alter the modal dispersion and thus change the
arrival time of the modes.

Nonlinear frequency—mode coupling can be responsible
for an acoustic coupling from the earth to the SOFAR
channel, which for long-range propagation is commonly

is sufficiently low. o _ quency, gives rise to lower-order mode excitation. These

The results in this paper show that an initially high- lower modes are spread over the water column, and
amplitude acoustic wave retains a nonlinear signature, char-  {herefore a strong interaction with the bottom can con-
acteristic of its nonlinear origin, after becoming linear and  {ripyte to an increased sea/bottom coupling.

propagating over great distances. One of the significant
transformations that occurs during nonlinear propagation and In Sec. I, the NPE model used in the simulations is
still remains at very long ranges is in the waveform specpresented. In Sec. Ill we will present, for a narrow-band
trum. The spectrum modification is associated with asource, the nonlinear spectrum reshaping during nonlinear
frequency—mode coupling that is an energy redistributiorpropagation, and then its effect on modal dispersion, by
upon both modes and frequencies during propagation. Thigointing out the differences due to the environment. Finally,
the low-order mode excitation due to the low parametric fre-
9Electronic mail: kaelig.castor@cea.fr quency generated in deep water will be examined because of
PElectronic mail: medonald@sonar.nrl.navy.mil its possible influence on T-wave formation.
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Deep water Shallow water Deep water sonic boom propagation through a turbulent atmosphere,

Mnkwavegulde Pekeris Munk Blanc-Benonet al*® developed a modified KZK expressed
waveguide waveguide as
; ¢(0)=1530 m/s source
j  Slm zs}fomﬁoom ap  Co [t
i source £3 _ 2 2
iz,=800m Z Sy &__?f ledt+—zﬁ(clp+2 P )
% ¢(800 m)=1484 m/s 200 m X —w Co PoCo
‘ c(2.5 km)=1500 m/s | 5 ézp
0.01 dB/A. + . (©)
1800 kg/m? 2¢5 dt
1550 m/s . . . .
c(45km)=1534m/s_| This KZK equation includes the refractive term that accounts
c(5 km)=1543 m/s 1 for the environmental variation of the sound speed. The
0.01.dBJ2,, 1800 kg/m?, | e NPE, Eqg.(1), and KZK, Eq.(3), formulations are similar
1550 m/s . . .
 NPEcode | NomalModecode, | NPEcode | NormalModecode - with the roles of time and 1((jalstance _reversedNF(E
0 100 km 3000km 0 100 km wo0km = —Coltizk ;tnpe=tkzk +Xkzk /Co).— The differences be-

tween both approaches are only in the numerical algorithms.
FIG. 1. Schematic diagrams of the environments used in this work. The KZK uses classical finite difference schemes for all the
calculations while the NPE uses an accurate scheme to cal-
Il. EQUATIONS OF NONLINEAR ACOUSTICS AND culate the refraction and nonlinear steepening terms: a
WEAK SHOCK PROPAGATION second-order upwind flux corrected transport scHértreat
accounts properly for shock dissipation automatically avoid-
The NPE was developed by McDonald anding Gibbs' oscillations without the necessity of adding an

,9,10 ; H ; e . . . . LT .
Kupermari®*°to compute a time—domain solution for the artificial attenuation like in a classical finite difference
acoustic field in a waveguide, including dominant nonlinearscheme.

effects. The model is derived from the Euler equations of

fluid dynamics retaining lowest-order nonlinearity aug-

mented by an adiabatic equation of state relating pressunJé" LONG-RANGE NONLINEAR PROPAGATION OF A

and density. The NPE is cast in a wave-following coordinateNARROWBAND SOURCE

system moving at a nominal average sound spreith the  A. Nonlinear effects on spectral evolution
longitudinal propagation direction The NPE describes non-

linear propagation of compression waves in the time—domairﬁOn
and is expressed as

The quadratic nonlinearity in Eql) implies that the
linear contribution to the local sound speed is
Bp/(poCo). In nonlinear propagation, the acoustic energy

ap Co [ P B 8 %p losses are increased for high initial amplitudes because of
w2 pr dx— a—x(c1p+ T p?|+ 2 2" shock dissipation. When the shock wave discontinuity be-
* Poto B gins, a cascade of higher frequencies is generated. This phe-

nomenon increases entropy locally and constitutes a mecha-

where p is the acoustic pressure, and subscript 0 denoteBism of energy dissipation, even in a perfect fluid. The shock
ambient values. The constanésand 3 are thermoviscous Wwave formation distance decreases as the source level
absorption and nonlinearity parametey3=(3.5 for watey, increased® Thus, for a strong explosion, dissipation at the
c, is the environmental sound speed fluctuation abgut  shock front leads to a high rate of energy decay and ampli-
One can reformulate a similar NPE in terms of a dimen- tude saturation of the signal propagated in the waveguide.
sionless overdensity variable=p/(pyc3), and the initial The nonlinear propagation of an acoustic wave induces a
source amplitude is referred as the maximum overdefsjty SPectral reshaping due to harmonic generation. Nonlinear
in the following. The terms on the right-hand side of Er).  Propagation of two primary monochromatic waves at fre-
represent from left to right, diffraction, refraction, nonlinear quenciesf; andf; gives rise to induced secondary radiation
steepening, and thermoviscous dissipation. Since the attengt frequencies; = f,. These secondary waves alter the spec-
ation of low-frequency souné<1 kHz) in seawater is very trum of the acoustic field. The sum and difference frequen-
small, the thermoviscous dissipation term in the NPE is necies are generated by parametric interaction, which has been
glected here. However, a porous medium attenudfion, studied for a long timé? especially in tomographic
which is approximately linear in frequency, is included in the@pplications;** and more recently to measure the nonlinear
sediment layer adding at the right-hand side of B, a  Parameters in liquids** Generally, radiation of sum- and

quasi-Cauchy integral expressed as difference-frequency sound from the nonlinear interaction re-
gion formed by the intersection of nonplanar modes in the

Co [ P(X+X') waveguide is referred to as scattering of sound by sdfind.
0'02“3 o X +AX X 2) The NPE code is initialized by a sine-wave packet,

modulated by Gaussian envelopes having scale sizes 600 m
where Ax and « are, respectively, the grid spacing and in range and 150 m in depth, and centered at the frequency
attenuation in dB/wavelengttiFig. 1). f=30Hz. Two propagation environments are studied here

Recently, the well-known KZiK* equation has been (Fig. 1). In the first caséFig. 1(a)], the source is located in
expressed in a form similar to the NPE. Thus, to simulateshallow water, at a source depth=100 m. The second case
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FIG. 2. Time series envelopes in shallow water at 100-km range, for &IG. 3. Time series envelopes in deep water at 100-km range, for a narrow-
narrowband source centeredfat 30 Hz, at 100 m depth, with a maximum  band source centered fit=30 Hz, at 800 m depth, with a maximum over-
overdensityR,,=1x10"° (a. linear caseand R,,=5x 1072 (b. nonlinear  densityR,,=1x 10 ° (a. linear caseandR,,=5x 102 (b. nonlinear cage

case.

shallow and deep water. After propagation over the 100-km
studied Fig. 1(b)] is when the source is placed in deep water,range, the higher frequencies are damped out and only the
in the middle of the SOFAR channet{=800 m). In both  first harmonic remains important in both cases. In deep wa-
cases, the nonlinear propagation using the NPE code is cater, the spectrum displays a low-frequency peak near 2—5 Hz
ried to the 100-km range. Figure 2 and Fig. 3 give the timedue to nonlinear effects that lead to an energy transfer toward
series envelopes at the 100-km range, resulting from thall the difference frequency components during propagation.
stated initial conditions. Figure 4 displays the depth-So, this parametric difference frequency waix&W) at low
averaged spectrum of the source and at the 100-km range frequency is directly related to the source frequency band-

e o o 9
DN » o =

Depth-averaged spectrum
o
(%3]

Shallow water, r=0km

e o o 9o
» N » o =

Depth-averaged spectrum
ot
[%;]

Shallow water, r=100km

0.4 b 0.4
0.3} E 0.3}
0.2F J 0.2k
0.1} - 0.1}F
0 . . ) . ) 0 ) . . L . :
10 20 30 40 50 60 70 10 20 30 40 50 80 70
Frequency (Hz) Frequency (Hz)
] Deep water, r=0km Deep water, r=100km
T T T T T T 1 T T T T T T
0.9} 1 0.9f
0.8 4 0.8¢
5 0.71 . S 0.7}
g g
3061 R 20.6F
el Eel
[ Q
go 5F k 0.5
2
®0.4f - 0.4}
= =y
o a
go3f . 203f
0.2F 4 0.2k
01t 1 0.1 /\
0 L L ) A ) 0 1 . ) \
10 20 30 40 50 60 70 10 20 30 40 50 60 70

Frequency (Hz)

Frequency (Hz)

FIG. 4. Normalized depth-averaged spectrum in shallow and deep water for a narrowband source cefiterdd ldz, with a maximum overdensify,,
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Jfrequency and mode by modé® These modal components
very long ranges are finally synthesized into signal arrivals
the time domain. For the range-dependent environment

width. A narrow frequency band source creates a narro
low-frequency peak, whereas a shorter duration source signﬁf
would generate a broader low-frequency spectrum. Figure . ) o= b i .
4(b) shows that this parametric low-frequency peak is trun Fig. 1(b)], the adiabatic approximation is used in the linear

cated in shallow water, since it is below the waveguide cutoﬂr!ormal modes propggatlon. Flgure_ > represents _the time se-
frequency. ries envelopes, for linear and nonlinear propagation paths in

For finite-amplitude sound waves, nonlinear effects de-thIS case, at a 3000-km range, after propagation in deep wa-

velop at short ranges. One of our aims in this study is tJer- Figure 6 represents the time series envelopes for linear

determine some characteristics at very long ranges of suc‘i’fd nonlmear cases, at a 3000-km range, when the source is
waves that originate from nonlinear wave propagation. After® aced in deep water at a source depjtr 800 m.
an initial distance in which the nonlinear wave loses energy . ) _
to shock processes and increased bottom penetritits, B. Influence of the environment on dispersion of
amplitude is sufficiently low so that its interaction with the modes
waveguide becomes essentially linear. Then, a linear normal  Figures Ta) and 7b) represent the group speed versus
mode code can be used to study the modal decomposition phase speed, at the center frequehey30 Hz, respectively
the acoustic field and also propagate it to much longer rangdsr the shallow and deep water waveguid€sg. 1). The
(i.e., several thousand KirEven though the presence of non- lower-order modes correspond to the lower grazing angles
linearity does not lend itself to a straightforward representaand thus the lower phase speeds. Group speeds correspond to
tion in linear normal modes, similarities between the twotime of arrivals for a given range. In shallow water, the
cases are expected since the nonlinearities are weak. lower-order modes travel fast¢Fig. 7(a)]. In deep water

At the 100-km range, the field is spectrally decomposedFig. 7(b)], the dispersion of modes is mainly due to refrac-
into its modal components before the linear cod®KEN tion: the group-speed order of the lower-order modes is
can carry out the propagation to longer ranges frequency bifipped in comparison to the shallow water cdb&y. 7(a)].
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FIG. 8. Group speed vs phase speed, for the central source fregiredfyHz and the first harmonit=60 Hz, for shallow and deep water. The numbers
display the indexes of the lower order modes that are excited.

So, the higher-order modes travel faster in deep water, whicthe nonlinearities are strong enough, there is a tendency to-
is clearly visible on a greatly dispersed sigriglg. 6 at a  ward energy equipartition at long ranges leading to an arrival
3000-km rangge Figure 5 shows that when the signal is time structure in lower-order modes characterized by an al-
propagated to deep water after the 100-km range, the lowemost uniform weight for each mode. This modal equiparti-
order modes still arrive first at the 3000-km range becauséon results from mode coupling at short ranges, where the
only a few modes are excited in shallow water, and the groumonlinearities are sufficiently high and the modes are not
speeds of these lowest-order modes are almost the samedispersed. Figure(8) shows, for the modes that are mainly
deep watel{Fig. 7(b)]. Indeed, the difference between the excited(Figs. 2 and 5 the group speed versus phase speed
group speed for the first mode and the third mode is approxiat the fundamental frequency and at the first harmonic. In
mately 25 m/s in shallow watdiFig. 7(a)] and about 0.08 shallow water, the individual modes at the first harmonic
m/s in deep watdiFig. 7(b)]. In shallow water the modes are travel faster than the ones at the fundamental. Note that the
expected to be separated in time faster than in deep watenodes associated with the nonlinear frequency components
Then, for the shallow-to-deep water case, the dispersion adre excited during propagation. It is expected that an opti-
modes mainly occurs in shallow water and the signal keepmum in nonlinear mode excitation is reached at the shock
approximately the same shape along several hundred kilomevave formation distance. The phase lag then induced could
ters when it propagates in the deep water SOFAR channgalightly influence the arrival time of the nonlinear modes by
(Fig. 5. Note that, at long ranges, even if the time separatiordelaying the time separation of modes. But the difference in
of modes is larger in shallow water, the total time spread ofyroup speeds between the fundamental and first harmonic, as
the signals will be much larger in deep water than in shallowexplained befor¢Fig. 8a)], is primarily responsible for the
water since more modes are excited. In shallow water, due tdifference between linear and nonlinear arrival time struc-
a strong interaction with the bottom, the higher-order modegure. Figure 9 shows the mode amplitudes versus frequency

are attenuated and only few modes survive. for the linear and nonlinear cases in shallow water at 100-km
range showing that the first harmonic leads to an excitation
C. Nonlinear effects on modal distribution of modes 3 and 4. According to the previous comments, the

Finite-amplitude sound waves interact differently with
the ocean/bottom interface than linear waves because of th (a) Linear (b) Nonlinear
nonlinear contribution to the local sound speed. The disper-

sion of a nonlinear pulse is therefore expected to be different _(;
from that of a linear pulse. Two differences can be observec g °

between linear and nonlinear propagation: the first one isg s 10
related to the energy redistributed among modes and the se(2 4 -15
ond concerns the modal arrival time. In both environments, 8 ; 1-20
the energy initially carried by the source frequency compo- § ) ‘ L 25
nents is redistributed to the other frequencies created by non ™.
linear effects. 10 30 50 70 10 30 50 70

Figures 2 and 5 show that, for a shallow water source, Frequency (Hz)

the nonlinear signature results in low-order mode attenuatiogIG o Mod tudedds J ) iy o shal
due to shock formation: the nonlinearities lead to more relal'C: 9 Mode amplitudeB) versus mode-number and frequency, in shal-
. . , low water at 100 km for a narrowband source centerefdat30 Hz, with a
tive energy for higher-order modes, which are left after themayimum overdensitR, = 1x10°5 (a. linear caseandR,,=5x 10" (b.

initial mode stripping due to the bottom interaction. Whennonlinear case
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(a) Linear, z, =800 m  (b) Nonlinear, z = 800 m over long rangesFig. 10. Figure 10 shows that, in a non-

o d8o linear case, mode coupling at short ranges leads to an exci-
7l N tation of the lowest-order modes due to parametric low-
é - :2 frequency generation. Even when the source is close to the
=y N 20 bottom (Fig. 10 for zz=4.5 km), the nonlinearities induce
Se & = | s low-order mode excitation that contributes to increased bot-
Sw = - = ||,  tom penetration.

2 i i § 35 _ We ha_ve shown that parametric Iow-fre_zquency genera-

o _ - = - -40 tion also increases the sea/bottom coupling. For a wave

10 30 50 70 10 30 50 70 T . . . .
Frequency (Hz) originating from the earth, we expect to obtain sufficiently
high acoustic amplitudes in the water, and consequently, find

(c) Linear, z,=4.5km  (d) Nonlinear, z = 4.5 km similar qualitative results to the ones presented here based on

140 = a source in the water above the bottom: nonlinearities would
o jo redistribute energy toward lower frequencies, and then, more
2 oy “ e penetrating modes would be excited, leading to increased
S % 20 sea/bottom coupling. Consequently, such nonlinear effects
0 60 25 may be involved in the processes of conversion of seismic
2w i v -30 waves to(and from) acoustic energy, which can result in the

i -35 efficient excitation of T waves by seismic sources located

P w o 7 ’10 w = m P inland or by underground explosions. From a terrestrial ori-

Frequency (Hz) gin, T waves are acoustic energy trapped in the SOFAR

, _ channel that can propagate efficiently over a long distance
FIG. 10. Mode amplitude&B) versus mode-number and frequency, in deep

water, for linear(left) and nonlinearright) for two different source depths without S'Qn'f'cam energy loss. UnderStandmg the nature of
[(zs=800 (top) ancz.=4.5 km (bottom]. the coupling between the underwater acoustic field and the

land seismic field is important for evaluating the perfor-
mance of the hydroacoustic stations attempting to detect
nuclear explosion$?’ The seismic T-wave conversion pro-
cess at the ocean bottom is not well understood. Two differ-
ent mechanisms have been identified to explain the T-wave
coupling?® The first one is “slope conversion,” which is
controlled by seafloor slog&° The second mechanism is
D. Influence of parametric mode conversion on sea / scattering of energy into the sound channel at bathymetric
bottom coupling promontories in close proximity to the source region. This

A recent stud§* has reported that sound speed ﬂuctua-use"’lﬂgfgr2 s'cattering” 's then dominatgd bY. the; seafloor
tions due to internal waves are a dominant source of modgepth' ~“Figure 10 shows that the nonlinearities induce en-

coupling in long-range propagation scenarios. Internal-waveS'9Y transfer toward low-order modes at the parametric dif-

induced scattering eventually results in an equipartition Oiference freq_uency. These low-order modes excite th? water
energy among the lower-order modes in deep water. Also, 8olumn and interact with the_ bottom. Consequently,_ this phe-
broadening of the sign&fis attributable to the exchange of nomenon could be responsible for T-wave generation.

energy among the modes, caused by the internal waves.
Acoustiq normal mode propagation is strongly nonadiabatiqv_ CONCLUSION
due to internal wave¥ The results presented previously
(Sec. 11Q show that, due to a mode coupling induced by a  Nonlinear characteristics of long-range acoustic paths in
frequency redistribution of the acoustic energy, the impact oghallow and deep water environments have been demon-
nonlinearities also leads to a result that displays a tendencstrated in this paper. The results illustrate that nonlinear
toward an equipartition and a mixed arrival time structure ofproperties modify the spectral evolution of the acoustic field
the modes. In this section, even if the results presented am@nd its modal distribution. A nonlinear birthmark may there-
still limited to ocean propagation and sources in the ocearfore be present in hydroacoustic signals recorded at long dis-
we point out a particular effect of frequency—mode couplingtance related to underwater explosions. This study should
that is an increased sea/bottom coupling. contribute to diagnosing the nonlinear origin of such signals.
Figure 10 represents the mode amplitudes versus fre- In shallow water, the acoustic field is altered by the
guency at a 100-km range for the 5-km deep water wavewaveguide interfaces earlier than in deep water, inducing
guide for two source depthg{=800 m andz;=4.5 km) and  lower geometrical spreading. Hence, the nonlinear effects on
for linear and nonlinear cases. The number of propagatingcoustical propagation are greater if an explosion occurs in
modes increases with frequency. When the source is at thghallow water. In deep water, the lowest-order modes have
SOFAR axis £,=800m), all the modes are excited. roughly the same group speed. Therefore, the shallow-to-
Whereas if the source is near the bottom=4.5 km), the deep water time series still display an arrival time structure
SOFAR trapped modes are not excited. Then, in the lineawith the lower-order modes arriving first in contrast to the
case, only the highest-order modes are excited and propagaleep water case.

nonlinear modegmodes 3 and 4 at 60 hiarrive just after
the first linear modesmodes 1 and 2 at 30 Hlzrespectively
(Fig. 2. This example illustrates what we mean hy
frequency—mode coupling.
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A broadband model of sandy ocean sediments: Biot—Stoll
with contact squirt flow and shear drag
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Unlike the application of the Biot model for fused glass beads, which was conclusively
demonstrated by Berrymappl. Phys. Lett.37(4), 382—-384(1980] using the experimental
measurements by Plof@ppl. Phys. Lett.36, 259-261(1980], the model for unconsolidated
water-saturated sand has been more elusive. The difficulty is in the grain to grain contact physics.
Unlike the fused glass beads, the connection between the unconsolidated sand grains is not easily
modeled. Measurements over a broad range of frequencies show that the sound speed dispersion is
significantly greater than that predicted by the Biot—Stoll model with constant coefficients, and the
observed sound attenuation does not seem to follow a consistent power law. The sound speed
dispersion may be explainable in terms of the Biot plus squirt fBi8Q) model of Dvorkin and

Nur [Geophysic$8(4), 524-533(1993]. By using a similar approach that includes grain contact
squirt flow and viscous dragBICSQS9, the observed diverse behavior of the attenuation was
successfully modeled. @004 Acoustical Society of AmericdDOI: 10.1121/1.1791715

PACS numbers: 43.30.Ma, 43.30.Pc, 43.30[RAS] Pages: 2011-2022

I. INTRODUCTION homogeneous visco-elastic models but inconsistencies be-
tween model and data remained.

For acoustic purposes, the ocean sediment is often mod- At any single frequency, the Biot—Stoll model can be
eled as a fluid or an elastic solid. This allows the extensiveadjusted to match the measured values of acoustic and shear
knowledge and experience in computing elastic wave propawave speeds and attenuationéWhen compared to the ex-
gation to be directly applied. The acoustic properties oftant published experimental data in water-saturated sands,
ocean sediments have been compiled in a number of landhe Biot—Stoll model is unable to match the observed fre-
mark publications, such as the series of papers by Hamiltorquency dependence of sound speed and attenuation over a
in which empirical relationships were developed to connecbroad range of frequencies. In Sec. Il, it will be shown that
sound wave speed and attenuation to sediment type and fréhe model is unable to reproduce the measured sound speed
quency. The data appeared to show that sound speed is afispersion in the two most comprehensive data sets available
proximate|y independent of frequency' but attenuation in_to date. It will also be shown that the frequency dependence
creases linearly with frequency. Both vary with sedimentof attenuation does not follow one consistent power law. It is
type. Methods for inverting acoustic measurements for sedidgainst this backdrop that the following extension of the
ment properties often rely on these relationships. While theri0t—Stoll theory was developed. In Sec. lll, the Biot model
has been some success with soft sediments, the results Wfth grain contact squirt flow and shear dr&g/CSQS will

such inversions in sandy sediments have been poor. TH¥ developed from simple physical considerations at the
problem is the underlying model. grain to grain contact. BICSQS provides a causal and physi-

The inadequacy of the visco-elastic model, in which thecally sqund model for the poro—elas_tic frame. In Sec_. IV, the
sediment is modeled as a visco-elastic solid with approxipmpert'('}S of the BICSQS model will be explored with rep-

mately constant p- and s-wave speeds and wave attenuatioE:*femative theoretical examples, and matched with the small

that increase linearly with frequency, has been demonstratesgltm%rzw'el% g;%agttt)::gat?;r:alnb ;SeeCSLCTJ?;?OS#S@&::SQ;?;I
Model predictions of reflection loss at normal incidence are P ! '

shown to be inconsistent with measured data.will be points of the BICSQS model are summarized and the re-

. . . maining issues are described.
shown below that the visco-elastic model is unable to accom- 9

modate the recently measured sound speed dispersion. The

poro-elastic model, as conceived by Biaind reformulated 1. BROADBAND ACOUSTIC DATA

k?y Stoll’ hgs been put forward as a possibly be'Fter alterna- Acoustic attenuation in ocean sediments, measured as
t'Ve,' The Biot—Stoll moqel repres_ents .the collection of Sanoldecibels per meter of distance traveled, appears to increase
grains as a porous elastic frame in which the pore spaces afi§qar1y with frequency, as depicted in the data presented by
filled with water. It is certainly an improvement over the yamijtorf (H). Unfortunately, measurements of attenuation
in water-saturated sands and sandy sediments are not always
dElectronic mail: nicholaschotiros@onr.navy.mil consistent with this model. In the interest of fairness to all
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Neasurements Baseline Models TABLE I. Parameter values of the Buckingham model.
] H === =WITTS Parameter Units
- TY —TY
. WITTS - —-B Co, low frequency sound speed m/s 1600
A NHMRW n, stress relaxation exponent - 0.090 14
1000+ :=:‘=" %g ¥p. compressional rigidity coefficient GPa 0.248
vs, shear rigidity coefficient GPa 0.001 52
4 Po, bulk density of saturated medium kgim 2016
asymptotic low frequency sound speed, frame shear rigidity,
§ frame bulk rigidity, and stress relaxation exponent. The bulk
o density and the asymptotic low frequency sound speed are
- measurable. The parameters interact to some extent, but,
% generally speaking, the frame shear rigidity term controls the
= shear speed, the average bulk compressive rigidity controls
ﬁ the sound speed, and the stress relaxation exponent controls
the magnitude of the attenuation. A realization of this model,
using parameter values in Table I, was compared with the
data in Figs. 1 and 2. It underestimates the magnitude of the
observed sound speed dispersion, and the linear frequency
0.14 attenuation prediction is unable to match the diversity of
frequency dependence observed in the measured data.
T T T ) The baseline Biot—Stoll model is taken from Stoll and
1 10 100 1000 Kan!® Two realizations of the baseline model were con-
Frequency - kHz structed using model parameter values from the TY and
FIG. 1. Measured sound attenuation as a function of frequency from severé{v‘]TTS eXperimentS' In the case of TY, the frame moduli
sources and the baseline model predictions. were not given, but the shear wave speed and the frame

Poisson’s ratio were given. Thus, the frame shear modulus

contributing authors and for compactness, published experi¥a@s adjusted to fit the measured shear speed of 110 m/s, a,nd
mental results will be referred to by the first letters of theth® frame bulk modulus was computed using the Poisson’s

authors’ names, as follows. Laboratory measurements b{Atio of 0.3. The log decrements were set at 0.15 as given in
Nolle, Hoyer, Mifsud, Runyan, and WatdNHMRW), Tho- Y for typical cases. _The values of perme_nglhtyporosny
mas and Pac (TP), and more recent data from Simpson B added mass coefficient and the densitiesp(,ps) and

and Houstoft (SH), along within situ measurements by bulk deU|I K, ,Ks) of the grain and fIU|d_ were given. The
Turgut and Yamamot3 (TY) and by several participants at POre Size parametea was computed using the Kozeny—
the Sediment Acoustics Experiment of 198AX99) as re- Carman equatioff

ported by Williams, Jackson, Thorsos, Tang, and Schbck
(WJTTS, are overlaid on the historical data from Hamilton
in Fig. 1. The trends are confusing. The low frequency data Measurement  Baseline model
below 5 kHz appear to follow a trend that is closeif fo The $ o WITTS — —WITTS
laboratory data of SH and NHMRW appear to followf ¥ 1800 # TY — 1Y
trend. The remainder appear to be linearly proportional to —
frequency. It would appear that no single power law could
satisfactorily match all of the diverse trends.

The sound speed in the sediment is usually assumed to
be independent of frequency, but measurements from TY and
WJTTS show quite the opposite. The measurements are re-
produced in Fig. 2. Although there are only two such sets of
measurements in the published literature, they appear to cor- 1650+
roborate each other. Both sets suggest that there may be low
and high frequency asymptotic values, and a transition re-
gion in the frequency band roughly between 1 and 10 kHz. 1600+

It is clear that a simple fluid or elastic model will be
incapable of explaining the sound speed dispersion. The re- : : : :
cent model by Buckinghatfi (B), which predicts an attenu- 0.1 1 10 100
ation that increases as the first power of frequency, also pre- FREQUENCY - kHz

di_CtS an increasg ir‘ sound speed with frequency, ConSi_SteﬁtG. 2. Measured sound speed as a function of frequency from TY and
with Kramers—Kraig. It has five parameters: bulk density, WJTTS and baseline model predictions.

1750+

1700+

SPEED - m/s
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TABLE Il. Baseline Biot—Stoll models from TY and WJTTS.

Parameter Units TY WJITTS
Bulk properties
B, porosity 0.44 0.385
pr, grain density kg/rh 2650 2690 —-—
ps, fluid density kg/m 1000 1023 =
K, , grain bulk modulus GPa 36 32 (a) =
Ky, fluid bulk modulus GPa 2.3 2.395
Fluid motion
7, fluid viscosity kg/m-s 0.001 0.001
k, permeability u? 17.5 25
a, pore size m 52 26.5
¢, added mass coefficient 1.25 1.35
Frame response
Mo, frame shear modulus GPa 0.024 0.0292
6, , shear log decrement 0.15 0.194
Ky, frame bulk modulus GPa 0.052 0.0436
S, bulk log decrement 0.15 0.15

Ba’

K= ——, 1

wherek, is the Kozeny parameter, which has a value of 5 for
spherical grains. In the case of WJTTS, all of the parameter
values were given. The values are shown in Table Il. The
computed sound speed and attenuation are compared with
the data in Figs. 1 and 2. The measured dispersion is clearly
greater than the TY baseline Biot—Stoll model. The WJTTS
baseline model appears to predict greater dispersion, and
comes closer to matching the measured dispersion. However,
the near-agreement between model and data was achieved by
stretching certain parameter values beyond what is likely to
be true. In particular, the value of porosity used, 0.385, was
significantly higher than the average measured Valfrem
diver cores of 0.366, which may be rounded up to 0.37. The
value of the grain bulk modulus chosen was at the lower ©
limit of the 95% confidence intervafi.e., 32 GPa instead of
the usua® 36 GPa for quartz. With respect to attenuation, FIG. 3. Idealization of the grain-grain contact.
both baseline models predict a frequency dependence closer
to f¥2 over the range of frequencies shown. The baselingigs. 3a) and(b). Two adjacent sand grains may make solid
model is clearly overwhelmed by the diversity in the experi-contact at a few discrete points. Otherwise, there is a layer of
mental trends, which suggests that the underlying physicfuid between the surfaces. The geometry may be idealized as
may be more complicated than the model permits. two flat surfaces separated by a film of fluid, and punctuated
by a small solid connection, as in Fig(c3
11 THE BIOT-STOLL MODEL WITH CONTACT SQUIRT 0 0%, e e taces ie patanced
FLOW AND SHEAR DRAG (BICSQS) g ' . . .
by the stiffness of the solid connection, and by the reaction

The physics of the grain to grain contact is critical to of the fluid film. With reference to Fig.(4), the response to
understanding the dispersion and attenuation curves. The compressive forc€ is treated in terms of the change in
baseline model considers the frame to be a monolithic solidjap widthy, and a change in radial displacement of the gap
that has been hollowed out by interconnected pores, and tHaiid film r. The response to a shear foi®és in terms of the
properties of the dry frame remain unchanged when fluid igleformation angley, as illustrated in Fig. &).
introduced into the pore spaces. This is not the case with The compressive response of the solid connection is
fluid-saturated unconsolidated particles because the fluianodeled as a spring, and the response of the surrounding
through capillary and other short-range forces, alters the mdtuid as a spring and a dash-pot, representing the compress-
chanical properties of the contact region. In the case of watability of the fluid and the drag associated with squirt flow in
and sand, the water tends to permeate the grain to graithe gap, as shown in Fig(&. There is an additional inertial
contact region. Sand grains may be considered as particlésrm due to the mass of the water as it moves into and out of
with a level of small-scale surface roughness, as illustrated ithe gap, but it will be neglected because it is comparatively
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It shows that at very low frequencies, the solid contact, rep-
resented by the spring, will dominate. At very high frequen-
cies, the fluid has not the time to flow into or out of the gap,
and, due to the larger contact area of the fluid film, the com-
pressibility of the fluid film will dominate. Between the ex-
tremes, there is a transition region, in which viscous drag
will dominate.

F On a microscopic scale, the frame is stiffened preferen-
' tially along the normal of the grain to grain contact. On a
$ macroscopic scale, in the context of wave propagation and
‘

(a) ‘

where the wavelength is much greater than the grain size, the

aggregate effect of numerous grain to grain contacts within

an elemental volume dominates. In this case, the contact ori-
(d) entation may be considered as randomly and homogeneously
distributed over angle space, and the resulting effective
frame bulk and shear stiffness is isotropic for practical pur-
poses.

This model is practically identical to the Biot plus squirt
insignificant, as shown in the Appendix. The pore spaceflow (BISQ) model of Dvorkin and Nuf® However, there
surrounding the gap are assumed to be much larger than tlaee a few differences: Dvorkin and Nur considered squirt
volume within the gap, so that they may be treated as aflow as being perpendicular to the longitudinal wave direc-
infinite reservoir. It will be assumed that the gap is so smaltion, but here squirt flow is within the fluid film at the grain
that Poiseuille flow will prevail for all frequencies of inter- to grain contact which may have any orientation. They con-
est, and that frequency dependent corrections will not baidered squirt flow to be governed by the same permeability
necessary. Without going into the details of the flow pattermas the longitudinal flow and a characteristic flow lengh
and the distribution of flow velocity and fluid density within but, in this case, the flow length is the radius of the contact
the gap, a simple first order differential equation with con-area and the squirt flow takes place within the grain to grain
stant coefficients may be applied to model the reactive forceontact, which is a tightly confined region with a signifi-
between the two surfaces. cantly different permeability. Nevertheless, the general char-

In compressive motior; must equal the elastic reaction acteristics of the models, i.e., the low and high frequency
of the solid contact, represented by the coefficlent and  asymptotes and a transition governed by a relaxation fre-
the bulk reaction of the fluid film, defined by the coefficients quency, are similar.

k, and ¢, with respect to first order changes ynandr, The shear response of the grain to grain contact region,
respectively. The coefficienit. is related to the size and controlled by the elastic response of the solid contact and the
shape of the solid contact and the elastic properties of theiscous response of the fluid film, is modeled as a simple
solid material, and similarlk, andc, are related to the size spring and dash-pot as shown in Figd§ The shear defor-
and shape of the fluid film and its bulk modulus. A secondmation angled is related to the shed@/y, stress by

equation is obtained from the balance between the fluid pres-

sure differential and the drag force represented by the drag EZ 0+h% )
coefficientb, which is determined by the viscosity of the Yo 9e dt’

fluid and the radial permeability of the gap:

(©)

FIG. 4. Grain contact models ofa) compression,(b) shear, and their
equivalents(c) and (d).

whereg. is the shear stiffness of the solid contact dnthe
F=(ketky)(Y=Yo) +Cr(r—ro), (2)  shear drag coefficient associated with the fluid film.
The solution for the net shear stiffness is given by

dr
ba:_ky(y_yo)_cr(r_ro)- 3 S _
. —=Age ', (8
All the coefficients are treated as constants, and the time Yo
dependence of the solution is assumed to be of the form Ciwt
0=Age Iw, (9)

e ', The resulting expression for the contact stiffness, i.e.,

the ratio between applied force apddisplacement ampli- A

tudes, is obtained in terms of two constants and a relaxation A_Szgc( 1—i ﬂ) where w#:% (10)
4

frequency,wy . Setting p h’
F=Ae 'l (4)  Atvery low frequencies, the solid contact will dominate. At
it very high frequencies, it would appear that the viscous drag
Y=Yo=Ae ', () will increase monotonically, which is unphysical. In practice,

the solution for the compressive stifiness of the gap is  there will likely be a high frequency asymptotic shear stiff-
ness, similar to the compressive stiffness. However, the

asymptotic shear stiffness is expected to occur well beyond
the highest of frequencies of interest. Therefore, the above

A K,
A——k +

Cy
; c m where wk—E. (6)
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approximation is expected to be adequate for practical pur- 10'° 100
poses.
Finally, the contact model may be related to the effective K 10° 10+
frame bulk and shear moduli. Since the stiffness of water is . .
more than an order of magnitude less than that of quartz and 1075 10" Y
the other minerals that make up the solid particles, the frame é , .
strain must occur mainly at the grain to grain contacts. Given g 10 10
that the grain compressibility and susceptibility to shear are = _ p
.. 107 — Regl 10° =
negligible compared to that of the contact, the above results Tmagi
can be scaled up to the effective frame bl and sheap 105 DAY | 5 -
moduli 1 1 1 1T 1 1 T T T 1
' 001 0.1 1 10 100 001 0.1 1 10 100
KoK+ Ky 1) (a) Frequency - kHz (b) Frequency - kHz
b™ e f ’
1+i (wk/w) FIG. 5. (a) Complex frame bulk modulus as a function of frequency, for
different values of the bulk relaxation frequen¢ly) Complex frame shear
=G.|1-i i (12) modulus as a function of frequency for different values of the shear relax-
M ¢ w, ’ ation frequency.

whereK. and G, are the asymptotic frame bulk and shear

moduli at the low frequency limitk, is the difference be- frequency dependent frame moduli have two advantages

over the constants that they repla¢gr They are computed

tween the asymptotic high and low frequency values of the%rom a physically sound mechanical model at the grain to

bulk modulus, andv, and w, are the bulk and shear relax- . . . .
“ grain contact level, an@2) the resulting model is entirely

ation angular frequencies. Let us define the relaxation fre= . s
quencies, in Hz, as causal. According to the Hertz—Mindlin model, the frame

Poisson’s ratio should be less than 0.1, but measurements
Wy reported by Bachrach, Dvorkin and Nbin dry sand and

fk:ﬂ' (13 glass beads indicated a value of 0.15. This is the value that
will be used to comput&...
Du
f,=-=. (14
2 IV. PROPERTIES OF THE BICSQS MODEL

This will be called the Biot—Stoll plus grain contact squirt ~ The properties are explored as follows. Let us start with
and shear flowBICSQS model in recognition of the prior the parameter values of the baseline TY model, and replace
work by Dvorkin and Nur. The complex frame moduli in the the constant frame moduli with the above calculations. The
Biot—Stoll model will be computed using the above equa-characteristics of the sound speed and attenuation dispersion
tions. There is no increase in the number of parameters betepend on the values of the contact relaxation frequencies.
cause the four constants associated with the complex framene following cases will be used for illustration purposes.
moduli, i.e., the real and imaginary parts of the frame bulk ] o

and shear moduli, are replaced by computed values using tHe Case 1: High (infinite ) bulk and shear contact

four independent parameters, i.&,, K, f, andf,. The relaxation frequencies

remaining parametek. is not independent because it is re- If the relaxation frequencies are well above the frequen-
lated toG. by the low frequency frame Poisson’s ratio. The cies of interest, then the frame bulk and shear moduli retain

TABLE IIl. Example cases of the BICSQS model.

Parameter Units 1 2 3 4 5
Bulk properties
B, porosity 0.44
pr, grain density kg/rh 2650
ps, fluid density kg/m 1000
K, grain bulk modulus GPa 36
K¢, fluid bulk modulus GPa 2.25
Fluid motion
7, fluid viscosity kg/m-s 0.001
«, permeability u? 17.5
a, pore size % 28
¢, virtual mass coefficient 1.24
Frame response
u, frame shear modulus GPa 0.024
Ky, frame bulk mod. difference GPa 0.675
fi, bulk relaxation frequency kHz 3 30 300 o0 o0
f,., shear relaxation frequency kHz 0 0 0 30 300
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FIG. 6. Examples of wave speeds and attenuations as a function of fre-
quency, at low bulk and higfinfinite) shear contact relaxation frequencies. FIG. 7. Examples of wave speeds and attenuations as a function of fre-
guency, at highinfinite) bulk and low shear contact relaxation frequencies.

their low frequency asymptotic values. This is the basellnemodel, it is not possible to use infinity as the shear relaxation

Biot—Stoll model with constant coefficients. The attenuationfrequency but a large finite value of tHz was adequate
goes ad<? at low frequencies and &$2 at high frequencies. for practic’al purposes

C. Case 3: High (infinite ) bulk and low shear contact
B. Case 2: Low bulk and high (infinite ) shear contact relaxation frequencies

relaxation frequencies . . . .
q The imaginary part of the shear modulus increases lin-

The frame bulk modulus will change with frequency, early with frequency beyond the relaxation frequency, as il-
transitioning from its low frequency to its high frequency lustrated in Fig. &). In this case the sound speed dispersion
values in the vicinity of the relaxation frequency, where theis small, as in case 1, but the attenuation goes almost as the
imaginary part goes through a peak, as illustrated in Figfirst power of frequency. Two different values of the shear
5(a). The frame shear modulus remains constant and reatelaxation frequencies are illustrated, 30 and 300 kHz. The
Three different values of the bulk relaxation frequencies argparameter values are shown in columns 4 and 5 of Table IIl.
illustrated, 3, 30 and 300 kHz. The parameter values ar@he fast, shear and slow wave speeds and attenuation are
shown in columns 1, 2 and 3 of Table Ill. The fast, shear anghown in Figs. 7a)—(f). The shear wave speed increases rap-
slow wave speeds and attenuation are shown in Figg—6 idly beyond the relaxation frequency. There is also a rapid
(f). The fast wave speed goes through a larger increase increase in the fast wave attenuation. The shear attenuation is
value than the baseline case. The magnitude of the increaséso modified.
is governed by the ter, . The shear speed and attenuation ~ Therefore, depending on the values of the contact relax-
are not significantly affected. The slow wave speed goestion frequencies, it is possible to have a variety of frequency
through a very significant increase as frequency increasagependencies, with exponents ranging frofta 2. Recall-
beyond the relaxation frequency. Of course, in a numericaing the measurements plotted in Fig. 1, it is postulated that
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TABLE IV. Application of the BICSQS model to experimental data.

Parameter Units TY NHMRW TP SH WJITTS
Bulk properties
B, porosity 0.44 0.36/0.37 0.35/0.55 0.37 0.37
p,, grain density kg/rh 2650 2650 2650 2650 2690
ps, fluid density kg/m 1000 1000 1000 1000 1023
K, , grain bulk modulus GPa 36 36 36 36 36
K, fluid bulk modulus GPa 2.25 21 21 1.95 2.15
Fluid motion
7, fluid viscosity kg/m-s 0.001 0.001 0.001 0.001 0.001
k, permeability u? 175 76/0.7 7.4/10.6 28 115
a, pore size " 28 65/6 21/20 39 57
¢, virtual mass 1.24 1.34/1.32 1.35/1.15 1.32 1.35
Frame response
u, frame shear modulus GPa 0.024 0.05 0.05 0.05 0.028
Ky, bulk modulus difference GPa 0.9 0.42/1.05 0.53/0.11 0.39 0.968
fi, bulk relaxation frequency kHz 3.2 3.2 3.2 3.2 4.8
f, ., shear relaxation frequency kHz 0 0 400/320 320 56
Nominal fluid bulk modulus GPa 2.3 2.14 2.14 2.14 2.395
Required gas fractiox 10 2.8 2.2 2.2 11.3 354

different combinations of the bulk and shear relaxation fre-measured absolute values of attenuation. The best-fit value of
guencies could account for the diverse frequency dependepermeability was consistent with the measured value re-

cies observed. ported by TY. The pore size was computed using Bg.and

the virtual mass coefficient was provided by TY. The model
V. APPLICATION TO EXTANT MEASUREMENT parameters are shown in column 1 of Table IV and the results
DATABASE are shown in Figs. 8 and 9. The BICSQS model is unable to

In all cases, the grain bulk modulus was assumed to bgack the oscillations in the measured curves but it tracks the
that of quartz since quartz sand was used in all of the experHnderlylng trends of both the sound speed and attenuation as

: : function of frequency.
mental data. The grain density was assumed to b& . .
2650 kg/n?, except in the case of WITTS where the grain The NHMRW experiment involved four sand samples,
density was specified as 2690 kdinfror the laboratory ex- but, for brevity, only the reSL_lIts fr_om the samples with the_
periments using fresh water, the fluid density was set tosmalles_t and Igrgest attenuation will be modeled. The experi-
1000 kg/n? and the fluid bulk modulus was expected to be inment did not include a measurement of shear wave speed,

the region of 2.14 GPa, appropriate for fresh water at roonjiherefore,Gc was S?t to a default V"’.".”e of 0.05 G_Pa. Mea-
temperature and atmospheric pressure surements of porosity and permeability were provided. Only

The BICSQS model was applied to the TY experimentan average value of the sound speed was given, therefore it

as follows.(1) The model was matched to the low frequencyWas not possible to make a determination of the valuk, of
shear wave speed measurement by adjusting the value 8pd the same value that was found for YT was assumed. The
G.. (2) The model was matched to the low frequency sound
speed by adjusting the fluid bulk modululs. Ideally, this
should have happened without any adjustment, because the M

.. . easurement
sound speed lower bound is simply given by the Wood equa- —— Baseline model
tion for a suspension of the same porosity. However, it was 17504 | =—=BICSQS
found that the Wood equation sound spé&885 m/$ was "
slightly higher than the lowest measured vali&75 m/s. B
There are a few possible causes. The simplest one is that the ' 1790
value of the pore fluid bulk modulus may be lower than the a
expected value of 2.3 Pa, due to the presence of microscopic &
gas bubbles. A slightly reduced value of 2.25 GPa allowed 716504
the model to match the low frequency sound speed. This
corresponds to a gas volume fraction of only 2.8 parts per
million (ppm) as shown in Table IV. No measurements were
made of pore fluid gas fractio3) The values oK, andf,
were adjusted to match the measured high frequency sound T T T ;
speed and the transition frequen¢§) The value off , was 0.1 1 10 100
adjusted to match the slope of the measured attenuation FREQUENCY - kHz
curve at high frequencies. In this casg=~ gave the best FiG. 8. Comparison of sound speed as a function of frequency in the TY
fit. (5) The value of permeability was adjusted to match theexperiment and the BICSQS model.

18004 | TY

1600+
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FIG. 10. Sound speed and attenuation as a function of frequency in the

1 1 1
1 10 100 NHMRW experiment and the BICSQS model.

Frequency - kHz
FIG. 9 Comparison of attenuation as a function of frequency in the TYggme default values @. andf, are used. The value d"fy
experiment and the BICSQS model. was adjusted to fit the measured sound speeds. To fit the

measured slopes of the attenuation curve, the required values

value ofK, was adjusted to fit the measured sound speed af f, were found to be 400 and 320 kHz. The permeability
300 kHz—the center of the frequency band. The value of thavas adjusted to fit the absolute measured values of the at-
fluid bulk modulus was not explicitly provided, but it was tenuation. No measurements of permeability were provided
estimated to be 2.14 GPa, corresponding to distilled water dty TP. The pore size parameter was calculated according to
room temperature. A slightly lower value of 2.10 GPa wasEq. (1) with k,=5, and the added mass fraction was com-
required to fit the measurements. The added mass term wasited using Eq(15). The model parameters are shown in

computed using Eq.18) from Ref. 22. column 3 of Table IV and the results are shown in Fig. 11.
The SH experiment contained a measurement of sound
(1-pB) : ;
c=1+r , (15)  speed as a function of frequency but it was not adequately
B precise to show any deviation from the mean value of 1680

where the value of, a dimensionless constant, was inverted™/s. As in the previous cases, there was no measurement of
from the measured values ofand 8 from the TY experi- Shear wave speed and the same default valugs ofvere
ment ¢ =0.1885). To fit the slope of the attenuation curve,

again,f ,=o0 gave the best fit. To fit the measured absolute P

values of attenuation, the value of permeability was adjusted. QO ---- Measurements

The values of permeability that gave the best fit to the high- — Baseline model

est and lowest measured attenuation curves, 76 andr@?7 — BICSQS

are somewhat smaller than the corresponding measured val- gpggp (ys) ATTENUATION (dB/m)

ues, 242 and gm?, reported by NHMRW using a constant
flow method. It is likely that the permeability for acoustic 1800 —
motion may be significantly different than that of a constant 158

flow. It is also possible that the samples used in the perme- {799 - /'O'_"
ability measurement were not as well compacted as the / 8 1004

increasing
grain size

samples used in the acoustic measurements, giving rise to the

. . 1600 —
higher measured values. The pore size parameter was calcu-

634

lated according to Eq1) with k,=5. The model parameters 40
are shown in column 2 of Table IV and the results are shown 1500 g §
in Fig. 10. The TY baseline model is also shown for com- 55 254
parison. 1400 — 25
The TP experiment involved five sand samples but only e | | I
1 10 100 50 100 200 500

the largest and smallest attenuation cases will be modeled for
brevity. As in the previous data set, there was no measure- FREQUENCY - kHz FREQUENCY - kHz

ment of shear wave §peed and only one average sound spegd. 11. sound speed and attenuation as a function of frequency in the TP
measurement was given for each sand sample, therefore, thgperiment and the BICSQS model.
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FIG. 12. Sound speed and attenuation as a function of frequency in the SI\-|/I' CONCLUSIONS AND DISCUSSIONS

experiment and the BICSQS model. In the BICSQS extension of the Biot—Stoll model, a new
representation of the elastic response of the frame is pro-
posed. In the baseline Biot—Stoll model, the frame response
used. The frequency range of the attenuation measuremegt gescribed in terms of complex bulk and shear moduli.
was adequately extensive to be sensitive to the valuf of since they are impossible to measure, they were treated as
andK,, particularly at the low end of the band. Their valuesfree parameters, and they were adjusted to fit measured val-
were adjusted to obtain the best fit to the shape of the curveies of the compressive and shear wave speeds and attenua-
To fit the attenuation curve at the high end of the band, theions. The values were assumed to be constant. As a result,
value off,, was adjusted. To fit the measured mean value othe resulting model was not causal, and values obtained at
sound speed, it was necessary to reduce the fluid bulk modwne frequency often did not apply at other frequencies.
lus, from the given value of 2.2 to 1.95 GPa, corresponding  The extension employs a physical model of the grain to
to a gas volume fraction of 11.3 ppm. Finally, the value ofgrain contact, which includes squirt flow and shear drag, to
permeability was adjusted to fit the absolute value of attenucompute the frame moduli. The contact is modeled as a pair
ation. The best fit value, 2Bm?, was reasonably close to the Of relaxation processes in compression and shear. The model
measured value of 398m?. The parameter values are
shown in column 4 of Table 1V, and the results are in Fig. 12. 1000 -
Finally, the WJTTS experiment was modeled using the WITTS
same procedure as for the TY experiment. In modeling the ® Measurement
WJTTS experiment, the grain bulk modulus was set at the :g?gggg model
value for quartz of 36 GPa, rather than the somewhat lower 100
value adopted by WJTTS, and the porosity was set at 0.37,
the value found from core sample measurements, rather than
the higher value adopted by WJTTS. To match the low-
frequency sound speed, again, it was necessary to reduce the
given value of fluid bulk modulus, from 2.395 to 2.15 GPa,
equivalent to a gas fraction of 35.4 ppm. Attempts were
made to measure the pore water gas fraction, but, due to the
sensitivity limits of the equipment, it could only be deter-
mined that the gas fraction did not exceed 150 pgpriihe o
values ofK, and f that best fit the sound speed curve are f
shown in column 5 of Table IV. The value d¢f, was ad-
justed to match the shape of the attenuation curve. The re- 0.11
sulting value, 56 kHz, is the lowest of the five experimental
data sets. Finally, to match the absolute values of the mea- . !
sured attenuation the required value of permeability was 1 10 100
115um?, which is higher than the measured value of Frequency - kHz
251“m2 using the constant flow method. The results areqig, 14. Comparison of attenuation as a function of frequency in the
shown in Figs. 13 and 14. WJTTS experiment and the BICSQS model.

104

Attenuation - dB/m
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is causal and based on the physics of fluid flow, and applifrequencies considered. Scatterers larger than the wavelength
cable over a broad range of frequencies. It differs from thenay be characterized as volume inhomogeneities, such as
commonly used approach of complex frame moduli withspatial variations in sound speed with position. They are
constant coefficients, which is noncausal, and has no physweak scatterers that mainly produce forward scattering. They
cal analog. There is no net increase in the number of modéiave the effect of distorting the acoustic wave front and de-
parameters, since the four constants of the frame moduli argtroying coherence without significant loss of total acoustic
replaced by the four parameters of the new frame model. energy. Undoubtedly, the latter type of scattering occurs in
The model is capable of matching the sound speed diswvater-saturated sand, but it cannot be the principle cause of
persion and the diverse frequency dependencies that aedgtenuation.
found in the extant measurement database. This was demon- Rather than looking to scattering, one should look to
strated with the five most comprehensive experimental datpermeability. It represents the susceptibility of the frame to
sets in the extant published database. pore fluid flow. Using clean graded laboratory sand, it was
The four parameters of the BICSQS frame model in-shown in NHMRW that there is a linear relationship between
clude the low frequency frame shear modulus, the differencéhe permeability and attenuation. The loss mechanism is not
between high and low frequency asymptotic frame bulkscattering but viscous dissipation. The BICSQS model adds
modulus values, and the compressive and shear relaxatidwo more viscous absorption mechanisms to the baseline
frequencies. The low frequency frame bulk modulus is com-Biot model: the squirt flow and the shear drag losses. They
puted from the low frequency shear modulus via the loware negligible at low frequencies. At intermediate frequen-
frequency Poisson’s ratio. Although the Poisson’s ratio is noties, the squirt flow losses will dominate, peaking in the
directly measurable, it is expected to be equal to the Poisvicinity of the bulk relaxation frequency. At higher frequen-
son’s ratio of the dry frame, which has been measured focies, the shear drag losses will kick in and cause the attenu-
several granular media. ation to increase more steeply with frequency than in the
The frame shear and bulk moduli are coupled via the drybaseline model.
frame Poisson’s ratio, but only in the low frequency limit. At The value of permeability directly controls the absolute
higher frequencies, the fluid film at the grain to grain contactvalue of attenuation. Higher values of permeability corre-
preferentially stiffens the frame bulk modulus and effectivelyspond to lower values of attenuation. Larger grain sizes pro-
decouples the bulk and shear moduli. duce larger pore spaces, hence higher values of permeability.
The difference between high and low frequencyThis explains the observed reduction in attenuation with in-
asymptotic frame bulk modulus values represents the stiffencreasing grain size within the frequency range in which these
ing of the grain to grain contact by the fluid film. The frame processes are dominant.
bulk stiffness radically changes at the bulk relaxation fre-  In this study, the value of permeability was adjusted to
qguency. The best-fit value of the frame bulk relaxation fre-fit the offset of the measured curve of attenuation versus
guency was found to be in the region from 3 to 5 kHz for all frequency, and checked against independently measured val-
five experimental data sets. The significance of this range afes where available. Permeability measurements were pro-
values has not been explored yet, but it is expected to beided in four of the five data sets considered here. In
connected to the average dimensions of the fluid film. NHMRW, it was necessary to use a value that was lower than
The frame shear relaxation frequency varied from a higlthe measured value. In WJTTS it was necessary to use values
of infinity for very clean well-sorted laboratory sands, as inthat were higher than the measured values. In TY and SH,
NHMRW, to a low of 56 kHz forin situ poorly sorted sand the measured values were consistent with the model values.
which contained a broad range of grain sizes as well as bidt appears that measured values of permeability can come
logical material as in WJTTS. The poorly sorted, but other-within an order of magnitude of the model values. This is
wise clean, sand of TP and SH had values in the region ofonsistent with observations that permeability measurements
300-400 kHz. Clearly, a connection between the degree ahay only be accurate to within an order of magnitddit.is
sorting and the frame shear relaxation frequency is indicatedlso recognized that permeability measured with constant
There is some argument over whether it is appropriate télow methods may not be a good indicator of permeability
use the Biot—Stoll model to explain sound attenuation infor acoustics which involves an oscillating flow, but that is
water-saturated sand at all in the range of frequencies coran issue that is beyond the scope of this study.
sidered here. The excess attenuation, above the baseline Biot The low frequency sound speed remains an open issue.
model, has been ascribed to scattering by WJITTS. There af@iven the nominal bulk properties of the sediment material,
two general types of scatterers: smaller and larger than thié was not possible to explain the measured low frequency
acoustic wavelength. If the attenuation is mainly due to smalsound speed. In this study, a choice was made to assume that
scatterers, such as the sand grains, it would be very signifthe pore fluid bulk modulus was reduced, possibly by the
cant because scattering by small scatterers is omnpresence of minute concentrations of gas bubbles. The con-
directional. If this were the dominant cause of attenuation, itentrations indicated are up to 40 ppm by volume, which is
should increase with grain size. However, the data from TRextremely difficult to measure. Of the five experiments con-
and NHMRW clearly show that the opposite is true. Thesidered, only the SAX99 experiment included attempts to
measured attenuation decreases with increasing grain sizmeasure the pore fluid gas content, but the apparatus could
Therefore, although there are numerous small scatterers, theyly resolve 150 ppm or more, therefore a gas fraction of 40
are not the dominant cause of attenuation in the range gfpm cannot be ruled out. Alternatively, there may be an, as
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yet, unknown mechanism or process that depresses the loat high frequencies. The dimensionless tetjnis defined as
fr;eS(lL;erzﬁy sound speed. This remains an open issue for future ky=ay(apl )2 (A2)
In summary, the procedure for determining the value ofwherep is the fluid density.

permeability and the four BICSQS parameters consists of the At low frequenciesF;(«;) tends to 1, and at high fre-
following iterative steps, given that all the other Biot param-quencies both its real and imaginary parts are approximately
eters are known(1) The value ofG. was adjusted to match equal to 0.234;. Thus, the magnitude may be approximated
the asymptotic low frequency shear wave spédThe val- by
ues ofK, andf, were simultaneously adjusted to maximize 2\1/2

Y K F =(1+0.110<)) "~ A3
the agreement between the model and the measured sound [Falrn)[=( D (A3)
speed dispersion curvéd) The value off , was adjusted to The inertial reactiorR; on the fluid film is simply given by
match the slope of the measured attenuation curve at higte product of the massa2p and the accelerationvU, a) ,
frequencies(4) The value of permeability was adjusted to R = 2a.pi

A . i=2apial ) Ad

match the absolute measured values of attenuation at high ' w a 1) _ _ (A4) .
frequencies. Step&l)—(4) were repeated iteratively until a Taking the ratio of the magnitudes, the approximate result is

stable sqlution was achieved. The terms “low” and “high” 2|T|/|Ri|=3(M/P)al_2a_1{1+ 0.11Ca§(ap/,u)}1’2.
frequencies are referenced to the bulk wave relaxation fre- (A5)
qguencyf,, which was estimated to be in the region of 3 kHz

for all the cases considered here. For water, the tabulated values pfand u are 1000 kg/m

Finally, no attempt was made in this study to compare2d 0.001 kg/m-s, respectively. For a gap size ofub0 or
the model predictions of broadband reflection loss to thé®SS and for frequencies less than 100 kHz, the ratio is much

measured values. This is expected to lead to further moddreater than 1, indicating that the inertial reaction is insig-

refinements, particularly the introduction of the “composite Nificant compared to the viscous drag. Furthermore, the

medium” submode?? This will be pursued in a future study. Yalue of [Fi(x1)| remains close to its low frequency
asymptotic value, indicating little deviation from Poiseuille

flow.
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Compressional- and shear-wave velocities and attenuation
in deep-sea sediment during laboratory compaction
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Velocities and attenuation of compressiof&0 kHz) and shear waved 00 kH2 in two deep-sea
sediment samples are investigated as a function of effective pressure up to 20 MPa with
simultaneous measurement of porosity, density, and permeability. In both samples, the
compressional-wave velocities show a strong increase with pressure, ranging from 1683 m/s at 1
MPa to 2128 m/s at 20 MPa in a silty clay and from 1840 m/s to 2462 m/s in a foraminiferal mud.
Shear wave propagation is strongly restricted at pressures below 4 and 9 MPa in the respective
sample, indicating a structural change in the sediment material at critical porosity values of 0.430
and 0.397, respectively. The compressional-wave attenuation, in term@of taries between 0.03

and 0.08, and 0.04 and 0.07, respectively. A result previously not reported in laboratory studies is a
maximum in 10Qp as a function of effective pressure observed in both samples. The shear-wave
attenuation is nearly constant as a function of pressure, having average values of about 0.07. The
maximum of compressional-wave attenuation occurs at the respective critical porosity for each
sample. Velocities and attenuation from this experiment exhibit a systematic patte@yif; vs
(Vp/Vg)? representation. €004 Acoustical Society of AmericdDOI: 10.1121/1.1782932

PACS numbers: 43.30.Ma, 92.10.YAW/MC] Pages: 2023-2030

I. INTRODUCTION more pronounced porosity reduction in the former. Laugh-
ton’s results support the validity of an expression found by
Experimental studies on the elastic properties of rocksyafe and Drake that relates compressional-wave velocity
have provided a vast amount of knowledge on sound velocitynd porosity in compacting unconsolidated ocean sediments
and attenuation as related to rock physical properties. Nugng which—by taking into account solid—frame interactions
and Wang’ in an overview article on seismic-wave veloci- in Wood's isostress formulatiénfor sound velocity in
ties, summarize achievements from the literature i”VGStigatéuspensions—represents a physically more realistic relation-
ing dependencies of velocity on, among other parametergy, than, e.g., the heuristic time-average equdtivhe at-
porosity, pore fluid type, pore fluid saturation, and clay con+g,ation of compressional waves in unconsolidated marine
tent in un_consolldate(_j sedl_ment_s_, whereas _kaamd sediments was studied by Hamilfoby analyzing a large
Jphnstoﬁ give an overview of identified atten_uat|on mepha— collection ofin situ and laboratory data for correlations with
nisms that can pe collected .under the term_ internal fr'cuonporosity and grain size. The dependence on depth below the
among thgm being global fluid flow, loc&quirt; flow, and_ . sea bottom of acoustic wave attenuation was also studied by
viscoelastic frame losses. In the present paper, the Varlatloﬂamiltong who found indications that the compressional-
with compaction of the acoustic velocities and attenuation ' R ) ) _ .
and the physical properties in fine-grained unconsolidated@ve attenuation in fln'e-gralned unconsolldatgd marine sedi-
marine sediments are analyzed. ments passes a maximum value at a certain depth of the

Compaction in fine-grained unconsolidated marine segiorder of several hundred meters, an observation that con-

ments is dominated by a reduction in poroSityhich in turn trasts the monotonic decrease with depth of attenuation in

is caused by an increase with depth below the sea bottom &parseo-grained sediments. Field studies by Mitchell and
the effective pressure—the difference between overburdefiocke” have confirmed a depth-dependent attenuation maxi-

pressure and pore pressure—acting on the solid frame of tHg8UM.
sediment. In acoustic studies of this type of sediment that The work presented here aims at understanding the rela-
include compaction, accurate measurements of porosity afénships between acoustic and physical properties in fine-
therefore crucial. Systematic laboratory studies on the vegrained unconsolidated marine sediments as they vary with
locities of compressional and shear waves in unconsolidategiffective pressure. To date, no detailed laboratory studies on
marine sediments as a function of effective pressure werthese highly compactible sediments with respect to the de-
reported by Laughtofiwho found a significantly larger in- pendence on compaction of velocities as well as attenuation
crease in compressional-wave velocity types with pressure inf both compressional and shear waves have been reported in
the finer-grained materials than in coarser ones, because ofwhich porosity, density, and permeability could be observed
throughout the experiment. Of particular interest is the ques-
dNow at: Department of Earth and Ocean Sciences, National University o?ion whether the stages the sediment passes resulting in a
Ireland, The Quadrangle Galway, Galway, Rep. of Ireland. pressure-dependent attenuation maximum as found by
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TABLE I. Coring location and physical parameters of the sediment samples.

Box core 23 254-2 Research Ship Cruise 7,

Latitude: 73°0348'N METEOR 1 June to 28
September 1988

Longitude: 9°4324'E

Water depth: 2227 m

Sample 1 Sample 2
Sediment type Silty clay Foraminiferal mud &
Depth below sea bottom 1.75-1.90 mbsf  5.53-5.68 mbsf .
Water content 74.70% 52.70% \\\\\\\\\\\\\\\\ MO NN \\\\
Wet bulk density 1560 kg/ 1690 kg/mi \ \ R §
Porosity 0.673 0.597 % §
Carbonate content 14.22% 18.62% >// \
Grain size distribution //Z §
Sand 5.03% 5.91% §
Coarse silt 6.00% 13.79% 7
Medium silt 7.80% 13.01% N\
Fine silt 14.65% 18.12% %%? I/ ?% §
Clay 66.52% 49.17% %/A%/// \ /// § 4
Composition of clay fraction \ % """" S %
Montmorillonite 35% 10% NI\ & £ & §\
e % 0% C mEeEE
Kaolinite 16% 22%
Chlorite 10% 12%

FIG. 1. Central part of the pulse transmission apparéschematic (1)
sample container (g 150 mm; (2) acrylic—glass capsules with
Hamiltor? can be reproduced under the controlled conditionsompressional- and shear-wave transduc@stransmitter plates4) dis-

in an accurate laboratory experiment. tance probeg5) flexible metal tube for drainage of pore waté) drainage
y P channels(g 1 mm); (7) jacket of reinforced rubber8) thermometer;9)
measuring cylinders for drained pore water.

Il. EXPERIMENT , ,
5.68 mbsf. The samples differ from each other by their car-

For the investigation of rocks in the laboratory, a varietybonate and clay contents as well as by the composition of
of methods has been implemented, the nature of which deheir clay fractiongTable ).
termines the experimental outline with respect to sample
size, rock type, frequency, and type of excitation. The pulse
transmission methddis used for the experiments described
here because it has a great advantage over other methods jn
that it allows the measurement as a function of pressure o
both compressional- and shear-wave velocity in a single ex-  The central part of the pulse transmission appargitigs
periment. 1) consists of a cylindrical unit that serves as the sample
chamber. During measurement, this unit is immersed in the
pressure vessel in which a maximum hydrostatic pressure of

The two deep-sea sediment samples investigated in thiB0 MPa can be generated. The pressure medium is water.
experiment were taken from box core 23 254-2 drawn at lati-The piezo-ceramic transducer pairs, whose principal frequen-
tude 73° 03 48" N and longitude 9° 4324’ E at water cies are 50 kHz for the compressional waves and 100 kHz
depth of 2227 m during Cruise 7, from 1 June to 28 Septemfor the shear waves, respectively, are mounted on transmit-
ber 1988, of the Research ShigTEOR'? The coring device ting plates that form the bottom and the top of the sample
was a gravity corer of 12-m length with quadratic cross secehamber. A flexible tube of reinforced rubber separates the
tion of 300-mm lateral length. The samples were carefullylateral surface of the sample from the water in the pressure
cut from the fresh core by stainless-steel cylinders ofvessel. The varying sample length is measured acoustically
150-mm diameter and 150-mm length that also served aBy three pairs of distance probes that consist of a combina-
storage containers. Initial porosity and density were detertion of piezo-ceramic transducers and aluminum cylinders.
mined on board ship from the remaining undisturbed part of  For the experiments on the highly compactible fine-
the core material. Subsequent analyses comprised determirgrained deep-sea sediments, the apparatus was equipped with
tion of carbonate content, grain size distribution, and commeasuring cylinders outside of the pressure vegSgl 1).
position of the clay fraction of the respective sedimentThis allowed the measurement of the volume of pore water
sample. In Table | all physical parameters determined for thelriven out of the sediment sample and, thus, the measure-
samples are summarized. Sample 1 is a silty clay from thenent of porosity, wet bulk density, and estimation of perme-
depth range 1.75—-1.90 mbsf, i.e., meters below the sea floaability. A possible loss of solid sample material during the
and sample 2 is a foraminiferal mud from depth range 5.53-drainage was prevented by thin sheets of glass fiber filters.

Experlmental apparatus

A. Sediment samples
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C. Experimental procedure makes possible an estimation of permeability on the respec-

From the total recovered samples of 150-mm length an(ﬁive pressure steps. Assuming laminar flow and isotropic

150-mm diameter, a slice of about 60-mm length was transS€diment structure, the flow velocityas the volume of wa-
' r passing through the permeable surface ar@ar unit of

ferred into the sample chamber. The measurements were cdf

3
ried out at pressure steps about 1 MPa apart until the maxhme s
mum pressure of 20 MPa was reached. On each new level, g kAp
the pressure was kept constant by repeated readjustment to V= A~ 7AX’ ©)

let the sample material settle, before the acoustic measure- o N
ments would then be carried out. This settling process wa¥/hereinx is permeability andj, A, Ap, Ax, andz are flow
recorded by repeated readings of the water levels in the me#@l€, cross-sectional area, difference between pore pressure
suring cylinders and of the sample length via the travel time&nd atmospheric pressure, sample length, and viscosity of the
of the signals from the distance probes. pore water, respectively.

Because of the extremely large difference in time scale
between natural anq'labo.ratc')ry compa}ction, it is very impor-4_ Attenuation
tant to apply a stability criterion to define the state in which ) ) .
the settling rate has decreased to a sufficiently low value. ~The attenuation of the acoustic waves is expressed
Such a criterion also ensures comparable external conditiof§roughout this paper in terms of the specific dissipation
for all measurements throughout the experiment. Based of¢nction 1Q, the inverse of the quality factor. This measure
the results of several test runs the situation could be considk@n be converted to the attenuation coefficienin nepers
ered stable, if, on a given pressure step, the travel times dier meter, by the relatioh
the distance probes from two consecutive readings 30 min 1 ,v
apart differed by less than 20 nanoseconds. This corre- 0~ At (4)
sponded to a change in sample length of less than 30 mi-
crometers, leading to a relative change in compressionain whichV is velocity andf is frequency. The inverse quality

wave velocity of less than 0.1%. factor was determined by the spectral ratio methasing
reference spectra from previously recorded signals obtained
D. Measured quantities from measurements on a series of aluminum specimens of

. various lengths. Figure 2 gives two examples from sample 1
1. Porosity . .
o . . of signals and references as well as the respective spectra and
From the initial values of porosityb, and densitypy  the logarithms of the spectral coefficients. Using the siope

(Table |), assuming a pore water salinity of 35%. and densityof the straight line fitted to the logarithm of the spectral ratio,
Pw= 1024 kg/rﬁ, the volume contents of the pore water andthe inverse of the qua“ty factor is given by q_/

the sediment grains was calculated from the respective initial- m\/(7x), whereV is the respective velocity ang is
sample volume. Because the volume contepof the solid  sample length.

phase can be considered constant during compaction, the

variation of porosity¢ with effective pressur@ is given by

Cw(p)
d(p)= m D Table Il summarizes the results of the pulse transmission

experiments on the two deep-sea sediment samples.

lll. RESULTS AND DISCUSSION

whereC,,(p) is the differenceC,,o— C,(p) between initial ) _
pore water contert,,, and the volume,(p) pressed out of A Physical properties

the Sample at the reSpeCtiVe pressure Step after Settling. This P0r03|ty(F|g 3) in both Samp'es is marked by a S|gn|f|_
relative change in porosity could be measured at a fairly higltant decrease with increasing pressure, with high gradients in
accuracy of about 0.1%, because the water levels could b@e lower pressure range and lower gradients near the maxi-
read to about a tenth of a milliliter, corresponding to a fewmyum pressure of 20 MPa. Sample 1 shows a slightly wider
hundredths of a percent of the average water content in theynge of variation, 0.673¢$<0.339, than sample 2 with

samples. 0.597< $<0.358. Wet bulk densityFig. 4) as a function of
. effective pressure reflects the variation of porosity with
2. Wet bulk density strong increase in the lower pressure range and maximum

Wet bulk densityp as a function of effective pressure values of near 2100 kg/frat 20 MPa pressure. Both porosity
was calculated using Eql) and grain densityps=(po a_md dens_lty _show the pressure _depende_nce obtained fro_m
— pw®o)! (1— ¢o), with initial porosity ¢, initial density ~ field studies in deep-sea fine-grained sediment, as shown in

po, and pore water density,,= 1024 kg/ni, from Fig. 12 of Ref. 5. PermeabilityFig. 5 in both samples is
marked by the low values typical of fine-grained sediments.
P(P)=pd 1= ¢ (P)]+pu(Pp). @ The pressure-induced compaction causes a decrease in per-
- meability of about 2 orders of magnitude over the total pres-
3. Permeability sure range. The comparatively strong scatter in the data

Knowledge of the change in sample length and the loseriginates from the less-accurate measurement of flow rates
of pore water as a function of time and effective pressurgather then volumes in this experiment.

J. Acoust. Soc. Am., Vol. 116, No. 4, Pt. 1, October 2004 Klaus C. Leurer: Velocities and attenuation in deep-sea sediment 2025



P - signal P - reference S - signal S - reference
Sample 1 Aluminum Sample 1 Aluminum
p=10.9 MPa p=10.9 MPa
| T T 7 T T T T T T T T {_\—_l‘ F T T ] T T
0 25 50 75 100 1250 25 50 75 100 125 O 50 100 150 200 250 O S50 100 150 200 25
f [kKHz] f [kHz] f [kHz] f [kHz]
2.0 2.0 _
Q=14 Q=16
- 107, r=-0.98 . 107 r=-0.99
5“ °°W EN °
< ° < %9 \\\
5 ]
1.0 -1.0 o
2.0 2.0
0 2Io 4'0 6'0 slo u;o 1;o 0 ; 1<l)0 1;0 2<;0 2;0
f [kHz] f [kHz]

FIG. 2. Example of the receive@-wave andS-wave signals from sample 1 at 10.9 MPa and the respective reference signals from aluminum spéepmens
row), corresponding spectrfaniddle row), and the respective logarithms of the spectral rafimgtom row.

B. Acoustic properties For a general discussion of this phenomenon, it may be
noted that the significant differences between the two

The nature of the experiments and of the sample mate- | dina th tents | tmorillonit
rial implies that every measurement could be carried out onl?amp €s regarding the contents in montmortiionite as an ex-
ndable clay mineral appear to have an influence on the

once, i.e., no repeated measurements were possible to red Ut . )
the experimental error. The error bars in Fig. 6 through Fig_pressure range from which the shear waves are detectable in
9 correspond therefore to the estimated error bound, or th

estimated maximum absolute error.

e experiment. As the water contents of the samples were
etermined by weighing before and after evaporation at
105 °C, the porosity values in Table |—which were used as
reference values for the experiments—include the intracrys-
talline water in the montmorillonite. If we divide the total

Compressional-wave velocit§Fig. 6) in both samples Water content into an intraparticle and an extraparticle com-
ShOWS the expected Strong increase in the |Ower pressu%)nent, the Iatter can be Considered as the fl’ee porosity, i.e.,
range and smaller gradients at higher pressures. Velocitidge volume fraction of the free pore water that corresponds to
vary from 1683 to 2128 m/s in the silty clagample 1and  the porosity of a pack of purely solid grains. Applied to the
from 1840 to 2462 m/s in the foraminiferal musample 2 sediment samples investigated here, using the estimation that
over the entire range of effective pressure. The shear-wav&e volume of the montorillonite approximately doubles with
velocity (Fig. 7) could not be measured in the lower pressurecomplete intracrystalline swelling, this would yield free-
range, because unambiguous detection of the shear-wave sRRrosity values of 0.36 for sample 1 and 0.38 for sample 2 at
nals was possible only from critical pressure values of abouthe respective critical pressures. The expanded montmorillo-
4 MPa for sample 1 and about 9 MPa for sample 2, with arjite crystallites cause the sediment particles to come in close
S-wave velocity range of 450 to 765 m/s and 775 to 975 m/scontact at lower pressures in sample 1 as opposed to sample
respectively. Below these critical pressure values it appeard: This implies that the free porosity at the respective critical
that a low degree of internal coupling in the sample materiaPressure assumes the significance of a critical porosity ac-
strongly restricts the propagation of shear waves; yet th&ording to the concept of Nuet al,*® at which the sediment
comparatively high compressional-wave velocities in thisstructure becomes fully frame supported and which typically
lower pressure range imply that the sediment samples haJi€s in the range of 0.36 to 0.40.
finite shear rigidity. It may therefore be concluded that the )
change in sediment structure with pressure, i.e., the densér Altenuation
packing of the sediment particles, supports a more efficient  The results for the compressional-wave attenuafig.
transmission of the shear waves. 8) are marked by maximum values that occur exactly in

1. Velocities
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TABLE II. Acoustic and physical properties of the sediment samples from the experiments.

Pressure  Vp Vg Permeability  Density
Sample Nr. (MPa) (mly  (m/9 1/Qp 1/Qg Porosity (m?) (kg/m)
Sample 1 0.5 1572 e e 0.546 3.1§-14 1767
1.1 1638 e 0.078 ‘e 0.507 1.28-14 1831
2.1 1683 e 0.081 e 0.47 4.&—-15 1892
3.1 1767 0.082 0.45 4 E—-15 1924
4 1777 450 0.082 e 0.437 E-15 1946
5.1 1798 492 0.082 0.061 0.42 E+15 1973
6.2 1851 507 0.084 0.079 0.413 E515 1985
7.1 1874 535 e 0.062 0.404 1B6-15 1999
8 1923 567 0.08 0.081 0.397 E5 15 2011
9 1943 574 0.077 0.082 0.392 E315 2019
9.9 1972 600 0.075 0.082 0.386 E%+ 15 2029
10.9 1985 619 0.073 0.063 0.381 E6 16 2037
11.9 2001 641 0.069 0.063 0.377 E6 16 2044
12.6 2017 654 0.065 0.079 0.373 E6 16 2050
13.6 2032 677 0.062 0.077 0.365 E+16 2063
15.3 2040 690 0.054 0.068 0.359 E516 2073
15.8 2070 700 0.051 0.066 0.353 E215 2083
171 2107 724 0.044 0.065 0.348 E4 16 2091
18 2119 742 0.034 0.064 0.345 E5 16 2096
19 2128 756 0.032 0.063 0.343 E4 16 2099
19.8 2128 765 0.031 0.064 0.339 E6 16 2106
Sample 2 1 1840 e 0.036 e 0.501 4.2&—14 1848
2 1876 e 0.037 L 0.468 14514 1903
3 1987 e 0.041 e 0.448 6.€E—15 1936
4 2064 e 0.049 L 0.426 E-15 1972
5 2112 e 0.052 ‘e 0.422 ‘e 1979
6 2119 e 0.054 e 0.413 3.&-15 1994
7 2173 e 0.061 e 0.407 3.E-15 2003
8 2189 e 0.066 e 0.402 3.E-15 2012
9 2214 775 0.064 0.068 0.397 E915 2020
10 2239 785 0.06 0.077 0.394 E515 2025
11 2259 799 0.062 0.07 0.387 E615 2036
12 2274 804 0.062 0.061 0.385 E3 15 2040
13 2307 852 0.063 0.074 0.379 B715 2050
14 2350 865 0.062 0.083 0.376 E415 2055
15 2375 886 0.062 0.067 0.375 E6- 16 2056
16 2400 918 0.06 0.077 0.371 E915 2063
17 2404 937 0.056 0.077 0.366 B415 2071
18 2427 950 0.059 0.08 0.363 E9 15 2076
19 2446 964 0.059 0.084 0.36 E515 2081
20 2462 975 0.056 0.083 0.358 E5 15 2084
07 2200
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FIG. 3. Porosity of the sediment samples as a function of effective pressurelG. 4. Wet bulk density of the sediment samples as a function effective
(squares: sample 1; triangles: sample 2 pressurgsquares: sample 1; triangles: sample 2
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FIG. 5. Permeability of the sediment samples as a function of effectiveFIG. 7. Shear-wave velocity of the sediment samples as function of effec-
pressurgsquares: sample 1; triangles: sample 2 tive pressurdsquares: sample 1; triangles: sample 2

those critical pressure ranges in which, for the respectivgf porosity reduction and pressure increase, in neither of the

sample, the observation of shear waves becomes possibigyo studied!® have the responsible attenuation mechanisms

The maximum values in @p are near 0.08 at about 5 MPa jnyolved been specified.

in sample 1 and near 0.065 at about 9 MPa in sample 2. The

results for the shear-wave attenuatidghg. 9 do not allow

one to decide whether or not such an attenuation maximur@. Critical examination of the results

also exists for shear waves, as assumed by Hamliftdm. - L N
: . : . Because reduction in porosity is by far the most signifi-

spite of the scatter in the data, it can be recognized that the . . ) . .
o ) S cant process during compaction of a soft, fine-grained sedi-

existing attenuation data do not suggest a significant de- . . ; .

. . ment, the relationship between porosity and compressional-
crease in shear-wave attenuation but rather constant values

o . . Wave velocity and attenuation, respectively, is used here to
with increasing compaction. The average values @gldre . : .
0.07 examine to what extent the results of the experiment realis-

The finding of a maximum compressional-wave attenu-tica"Y reflect the variation of velocity and attenuation as a
. . . function of depth below the sea bottom.
ation as a function of effective pressure under the well-
controlled conditions of the experiment may be regarded as a . ) .

confirmation of the conclusion drawn by Hamilfdinom his 1 Compressional-wave velocity versus porosity

field studies, namely that the occurrence of such a maximum The assumption is made that the difference between
as a function of depth below the sea bottom may be a gener&boratory andn situ compaction may be considered as suf-
phenomenon for fine-grained marine sediments but is ndiciently small, if the relationship between compressional-
observed in coarse-grained ones. A depth-dependent maxitave velocity and porosity from the experiment is compa-
mum in compressional-wave attenuation was also found imable to that ofin situ measurements. For a corresponding
field data on fine-grained marine sediments by Mitchell ancjuantitative test the formula of Nafe and Drakeas used,
Focke!® Although Hamiltor! has proposed as a qualitative which is given by

explanation for the attenuation maximum a combined effect

0.1
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FIG. 8. Attenuation, in terms of specific dissipation, of the compressional
FIG. 6. Compressional wave velocity of the sediment samples as a functiowaves of the sediment samples as a function of effective pretsyuares:
of effective pressurésquares: sample 1; triangles: sample 2 sample 1; triangles: samplg.2
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P P FIG. 11. Diagram for generalized interpretation of sediment acoudties
Vo= \/ V2 1+ Fw 1— + Fm 1— NVZ’ 17), modified after Winkler and Nu¢Ref. 18, based on Eq(6). The solid
P ¢ w p ( ) p ( ) m lines correspond to selected constant ratiosKlytifn(w). (Squares: sample

(5) 1; triangles: sample 2; filled diamond: Berea sandst@tef. 11, ¢=0.22

) o filled circles: Massilon sandstoné,=0.22 (Ref. 18; filled square: Pierre
whereVp, Vi, V,, are the compressional wave velocities of shale(Ref. 19; box: boundaries of a collection of field datRef. 17 on

the sediment and the grains and the sound velocity of theaturated sand, clay, gravel. Arrows indicate the direction of increasing ef-
pore water respectivelyp p pw are saturated density. fective pressure in samples 1 and 2, and in the data of Winkler andRédfir

] 1 m: w !
grain density, and water density, respectivelyis porosity. 18
The exponentN has the significance of a material constant ) ) ) )
for a given sediment. Substituting different values foin N to lower porosity and higher velocity values. Figure 10
Eq. (5), a family of model curves is generated as shown inshows that the data for the compressional-wave velocity ver-
Fig. 10. A porosity—velocity paif¢, Vp) describing an in-  SUS porosity for both samples lie fairly close to parallel to the
dividual sediment at some stage during compaction willmodel curves. WittN=5.15 for sample 1 anti=4.28 for

move along a curve corresponding to its individual exponengample 2, both samples fit in the empirical rangéef4 to
N=5, within which the majority of(¢, Vp) data in fine-

2500 grained marine sediments fafls.

2. Compressional-wave attenuation versus porosity

2300 For the attenuation results, it is more difficult to con-

ceive of a method to examine the comparability of laboratory
andin situ data, because there is no simple relationship be-
tween attenuation and porosity or depth below the sea bot-
tom. Yet, for a general test of consistency among the data
and in comparison with existing results from laboratory and
field measurements on the attenuation in saturated sediments,
a diagram by Meissner and Theil&hmodified after Winkler

and Nur*® can be used which is based on the equation

Qe Imu) Vi
Qs Im(K)+ 4Im(u) V3’

2100

Ve [m/s]

1900

1700
(6)
1500 . _ . :
in which Im(x) and ImK) are the imaginary parts of the
shear and bulk moduli, respectively. Within the scope of this
P diagram, in which the ratioQp/Qgs is plotted against
(Vp/Vg)?, the experimental data sets of the two sediment
0.20 0.40 0.60 0.80 1.00 . .
Porosity samples are consistent among one another and, at medium

pressures, fall fairly near or within the boundaries of field

FIG. 10. Compressional-wave velocity as a function of porosity in fine- data from Meissner and Theilgn(Fig. 11). Towards higher
grained marine sediments. Solid lines: Model curves according to the for- " .
mula of Nafe and DrakeRef. 5, Eq. (5), with N—{2:3:4:5:, V,, pressures and lower porosities, tg/Qg ratios show a

. . . 2
= 1530 mis, V,=5000 m/s, p,,= 1024 kg/n, p.=2675 kg/n? (squares: ~ Strong increase at only slightly decreasing(Vs)“ values.
sample 1; triangles: samplg.2 This trend points in a direction that is manifested by the

J. Acoust. Soc. Am., Vol. 116, No. 4, Pt. 1, October 2004 Klaus C. Leurer: Velocities and attenuation in deep-sea sediment 2029



results from other experiments®!on saturated sediments the actual attenuation mechanism—allows identification of
at still lower porositiegFig. 11). This is of course possible the critical porosity as a very important state during the en-
only because the attenuation of the compressional wavege course of compaction.
from the experiments shows a strong decrease as opposed to As the results from two samples represent a relatively
that of the shear waves and because, at the same time, tharrow basis for general conclusions, further accurate experi-
Vp/Vgratios decrease by only less than 10% over the lattements are therefore desirable. Velocity and attenuation mea-
third of the total pressure range. Furthermore, the diagramsurements in the range of very low pressures would be of
immediately reveals that the losses in compressional loadingarticular interest for the investigation of the earliest stages
in our deep-sea sediment samples are dominant at the lowef compaction in the uppermost subsurface layers of the sea-
to medium compaction degreés.g., ImK)>10Im(w) at 5  floor.
MPa for sample ], and that shear losses rapidly gain signifi-
cance with increasing pressure. ACKNOWLEDGMENT
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Asymptotic accuracy of geoacoustic inversions
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Criteria necessary to accurately estimate a set of unknown geoacoustic parameters from remote
acoustic measurements are developed in order to aid the design of geoacoustic experiments. The
approach is to have estimation error fall within a specified design threshold by adjusting controllable
guantities such as experimental sample size or signal-to-noise (BN&). This is done by
computing conditions on sample size and SNR necessary for any estimate to have a varidfige that
asymptotically attains the Cramer—Rao lower bo(GRLB) and(2) has a CRLB that falls within

the specified design error threshold. Applications to narrow band deterministic signals received with
additive noise by vertical and horizontal arrays in typical continental shelf waveguides are explored.
For typical low-frequency scenarios, necessary SNRs and samples sizes can often approach
prohibitively large values when a few or more important geoacoustic parameters are unknown,
making it difficult to attain practical design thresholds for allowable estimation error20@4
Acoustical Society of America DOI: 10.1121/1.1787526

PACS numbers: 43.30.R9VLS] Pages: 2031-2042

I. INTRODUCTION is always greater than the specified design error threshold,

. the experiment will never be able to achieve its goals and
Geoacoustic parameters of the ocean floor strongly af- . . . ) .
ill necessarily fail. So the CRLB on its own is extremely

fect sound propagation and acoustic sensing in shallow water

ocean waveguides where extensive bottom interactiOt’t'(IserI szistr? t%)ll?[‘Ba',d'rI‘g ext)herlmental deISItgntlr? thelzlse S'Slja'
occurst =3 A significant amount of work has been done in 1ons. € IS 1ess than or equal fo the aflowable

recent years to develop methods for estimating geoacoustﬁ:es’ign error, on the other hand, the practicality of the experi-

parameters and to benchmark these methods against simiiental design is still questionable until it is established that

lated noiseless data as for example in Refs. 2 and 4_148he parameter estimates derived from this experiment actu-

Much less work, however, has been done to assess the péily attain the CRLB. - _ _
formance of geoacoustic inversions in the presence of Since necessary conditions for an estimate to attain the
noise211-15 CRLB are now available and depend on controllable vari-

Nonlinear inversions are often required to estimate geoa@bles of an experiment such as signal-to-noise (&#R) or
coustic parameters from measured acoustic field data. Siné@mple sizé/ and the CRLB is also a function of these con-
the measured data undergo random fluctuations due to addfollable variables, conditions are then also available to attain
tive noise, waveguide scintillation, or source randomnessany specified design error. This can be done by proper ad-
this nonlinearity often leads to estimates that are biased anigstment of the controllable variables.
exceed the Cramer—Rao lower bow@RLB) by orders of Along these lines, we follow the general estimation
magnitude. In these situations, exact expressions for the bidBeory approach introduced in Ref. 17 and use it to derive
and the variance are often difficult or impractical to deriveconditions to accurately estimate a set of unknown geoacous-
analytically. tic parameters from remote acoustic field measurements. We

Knowing both the CRLB and how to attain it is useful do this by computing necessary SNRs and sample sizes for
for a number of practical reasons. The mean-square error dhe estimates to become asymptotically unbiased, for their
any unbiased estimate of a deterministic parameter vectanean-square errors to attain the CRLB, and then for the
from random data cannot be less than the CRLB, which ex€RLB to fall within any specified design criteria.
ists given mild regularity conditions on the probability den- We note that the approach of Ref. 17 is a general con-
sity of the datd?® This is trueregardless of the method of sequence of estimation theory and so can be and has already
estimation and, for example, regardless of whether or notheen applied to obtain optimality conditions and to extract
there are significant ambiguities, sometimes referred to agew physical insights in a number of widely divergent and
sidelobesin the estimation problem. physically unrelated estimation problems. These include

Parameter estimates only have practical value if theitime-delay and Doppler shift estimatidhsource localiza-
errors fall within the design thresholds specified for the givenign in an ocean waveguidé and pattern recognition in 2-D
experiment. Ir_1 the inversion of geoacoustic parameters, foi‘magesl,gwhere aroptimal estimatén this context is defined
example, design errors are often set by the needs of thogg peing unbiased and having minimum variance following
who run propagation and scattering models to evaluate son@fandard practic® A basic advantage of this approach is that
system performance. If the CRLB for a particular experimenty is wypjcally straightforward to implement and provides ana-

lytical insight into the mechanics of asymptotic optimality
dElectronic mail: zanolin@mit.edu and consequently attainable accuracy for the given estima-
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tion problem. Brute force numerical calculation of estimatoris the CRLB, which is the minimum variance for an unbiased
moments does not easily offer such insight, but is the onlyestimate and also the asymptotic value of the variance in the
alternative currently available. limit as the sample siza and SNR approach infinity.

Our present analysis focuses on aiding experimental de- The sample size necessary for the MLE variance to as-
sign by determining necessary SNRs and sample sizes tamptotically attain the CRLB is found by requiring the
attain practical accuracies in estimating geoacoustic paransecond-order variance to be negligible compared to the first
eters of the seafloor from standard ocean-acoustic inverse
experiments. We consider narrow-band deterministic signals [varx( 6")/n?| 3

received with additive ambient noise by both vertical and var,(6")/n 2
horizontal arrays in continental shelf waveguides. Given the

large number of unknown environmental parameters in suckvhich implies

problems, it is common practice to invert for tens or more

parameters simultaneousty: =23 Various combinations of lvar,(6")] 3
geoacoustic parameters for simultaneous inversion are con- '~ var,(6") ©)

sidered and criteria necessary for accurate inversions are pre-
sented. The conditions are found to become significanthOnly for sample sizes satisfying this condition is it possible
more stringent, sometimes to the point of being prohibitive for the variance to be in the asymptotic regime where it
as the number of unknown parameters to which the measurezbntinuously attains the CRLB. This follows from the fact
field is sensitive increases. that each term in the expansion is proportional to a unique
In Sec. Il, conditions necessary for asymptotic optimal-power in 1h.

ity are summarized in a more explicit form than has previ- In a similar manner, a necessary sample size for the
ously appeared, and a far more condensed and efficient forinversion to be asymptotically unbiased is found by requiring
of the asymptotic variance is also provided. An explicit ex-that the first-order bias is negligible compared to the true
planation of how these necessary conditions may be used t@lue of the parameter:
achieve design specifications for error thresholds in a given
experiment also appears in Sec. Il. Analysis of illustrative [by(6")]
problems in geoacoustic inversion appear in Sec. lll. Since 6|
the data are modeled as deterministic signals measured with
random ambient noise, we have not investigated the effects The conditions(3) and (4) provide insight into the per-
of model mismatch or uncertainty in sensor location, both oformance of any estimate in the limit of large sample size or
which may also lead to significant errors. These effects, howSNR. In fact, in this regime any estimate that satisfies these
ever, will only make the necessary conditions more stringentconditions must be the MLE

As noted in the Introduction, parameter estimates only

OPTIMAL ESTIMATION AND FOR ATTAINING P 9 p '

SPECIFIED ERROR DESIGN THRESHOLDS tain a specified design error threshold by the present ap-
proach, the sample sizemust be large enough thét op-
Consider a set ofi independent and identically distrib- timality conditions (3) and (4) are satisfied andll) the
uted experimental data vectox§ of dimensionN obeying  CRLB falls within the required design error threshold.
the probability densityp(X; 6), whereX=[X1,... X" and
6 is an mdimensional parameter vector. The MLEof 6
maximizes the log-likelihood functioh(X;8) =In(p(X;#)) We consider the field generated by a deterministic nar-
with respect to the components @fIf the rth component of row band source that is received by an array of hydrophones
0 is denoted by#', the first log-likelihood derivative with  with additive stationary ambient noise. One vector sample in
respect tod" is then defined ak=41(6)/060". The elements the frequency domain of the measured field can be obtained
of the expected information matrix, known as the Fisher mafrom the Fourier transform of a time window of the acoustic
trix, are then given by,,=E[l,l,], and the elements of its measurements. Statistical independence of the samples re-
inverse byi?®=[i"1],,, wherei ™! is also known as the quires them to have a sample spacing that is at least the
CRLB. coherence time of the total received fiékExplicitly, the jth
The moments of)" for r=1,...m can be expressed as a spectral data sampbé (w; ) for j=1,...n is given by
series in inverse powers of the sample siz€'*® provided B B
that the required derivatives of the likelihood function Xj(w;0)=A(w)g(w)+ 7(w), (5
exist?* The variance can then be expressed as

4

A. Statistical model for the acoustic data

whereA(w) is the Fourier transform of the source amplitude,
var,(6") var,(8") ( 1) U(w)=[01(w;0),....9n(w; 0] is the vector of Green’s func-
+ +0| —=|,

var(6')= (1) tions in the frequency domain connecting the source location
to the N hydrophone locations on the array, aﬁ;;i(w)

where O(1/n®) represents integer powers higher than?1/ =[7;J-1(w),...,7]jN(w)] is the noise spectral sample which is

andvarq(6") andvar,(60") depend only on a single sample given by a Fourier transform of a finite time window of the

probability distribution. The first term on the right-hand side noise.

n n2 n
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FIG. 1. Waveguide model and experimental setup. An
isovelocity water column overlies a two-layer bottom: a
15-m-thick fluid sediment layer with a sound speed lin-
early increasing with depth stands above a basement
with constant sound speed and density. A narrow band
point source is located at the center of the wave guide
and receiving arrays. A ten-element vertical array and
horizontal arrays with 10 and 100 elements are consid-
ered. The spacing between the elements is 7.5 m and
the arrays are centered in the water column.

FIG. 2. yvar, (black, V|var,|
(gray), and b, (dotted for single pa-
rameter estimates afs, gs, as, ps,
hs, andpy, are presented far=1 as a
function of range between 0.5 and 10
km for a 100-Hz source and ten-
element vertical array centered at mid-
depth in the watercolumn.

4 6 8 4 6
range (km) range (km)
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is specified by the spectral complex covariance matrix of the
noise across the arre@ whose elements are given @n
=E[7)(0) njy(®)]=0%8,, with &, equal to 1 forl=n
and O forl #n. Note that the expectation eliminates the de-
pendence on the sample indpxHere we assume spatially
uncorrelated noise for both the horizontal and vertical aper-
tures based on our experience with experimental data in shal-
range (km) low water environments. An alternative would be to use the-
oretical predictions based on uniformly distributed surface
FIG. 3. SNR as functions of range between 0.5 and 10 km. Same experfoise sources such as in Ref. 27.
mental setup as Fig. 2. In the present formulation, while the measured field con-
tains parameter information, the sufficient statistic for opti-
‘mal estimation in a measurement is not the measured field or
its ensemble average from measured data but the entire ar-
gument of the exponential, known as the Mahalobinos
distance?® This preserves all the relevant intersensor phase

The noise spectrum is well described by a circular com
plex Gaussian random variabl€CGR,?>?® so that the
probability density for the real measured da(a with |
=1,...n becomes

p(X,0)=(2m)~"N?C|~ "2 information as the ensemble average of a positive semi-
1 definite quantity.

Xex;{ - 52 (Xj—m(0)TC™HX;— 0))}, For this statistical model, the expressions given in Ref.

=1 17 for the numerators of the first-order bias and the first two

(6) orders of the variance can be expressed in the much more

whereX; and u(6) are specified by compact form
Re<>~<j(w;0)>} Re(A(0)3(w))
i:[ ~_ . ’ M(O)ZL A A ’ (7)
Im(X;(w;0)) M(A(w)g(w)) by 67) = — §i72ibeyT ©
with Re(.) and In(.) indicating the real and imaginary parts.
The real covariance matrix
C:l Rd;é) _|m£6)) (8) varl(Hi)z—i”, (10)
2\Im(C) ReC)

FIG. 4. n, and n, as functions of
range between 0.5 and 10 km for
single parametefa) n, for hg (black),
4range (k?n) 8 2 4range (kﬁ,) 8 pp, (gray), and o (dotted. (b) n, for
ps (black), c (gray), and g (dotted.
(c) n, for hg (black), py, (gray), andpy
(dotted. (d) n, for ps (black, cs
(gray), and g (dotted. Same experi-
mental setup as Fig. 2.

4 6
range (km)

4 6
range (km)
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FIG. 5. Jvar, (black, \Jvar,|

(gray), andb, (dotted are shown as a

m/s

4 6
range (km)

\J var,

1var1

function of range forn=1 between
0.5 and 10 km in inversions focg
with one other unknown parameter.
The unknown is successivelp) «,
(b) ps, (c) g5, and(d) hg. Same ex-
perimental setup as Fig. 2.

4 6
range (km)

4 6
range (km)
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vary( gi) ="M pq( qu'}’pm_ 'y-an')’pq_ YquYn

+ij2t
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+ (VYo T %Tnpyn)ﬂtyq) ) ,

+ (2~ Ygn¥) Yom?s

(11)

4 6
range (km)

where y....q=[A(w)/o]g....q and the subscripts---d indi-
cate that derivatives of the Green’s function with respect to
the parameterg,: -- 64 have been taken. The Einstein sum-
mation convention is used so that if an index occurs twice in
a term, once in the subscript and once in the superscript,
summation over the index is implied.

The SNR for a single sample collected across the array

by

Vo, —— vy

b, Jvar2 —  yvar,

FIG. 6. Jvar; (black, +l|var,|
(gray), andb, (dotted are shown as a
function of range forn=1 between
0.5 and 10 km for successive two-

Pos 4 6 10 %05 4 6
range (km) range (km)
2
10 ‘ ;
s by —— QVatr2 — yvar;

parameter estimates () «as, (b) ps,
(¢) g5, and(d) hg with c5. Same ex-
perimental setup as Fig. 2.

4 6
range (km)
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ny for g 0 (f) vi, estimation of a sediment parameter
(e) 10° 1 when acg is unknown,n, is presented
10° | 5 | for (e) ag (gray) andgs (black and(f)
‘ 10 ! ps (gray) andhg (black), andn, is pre-
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as been defined as the ratio ;0 u(w; r , 1lA(w) J(w;0)g(w; 0)*
has b defined th tio SN 0 0)* /tr(C 2
=|A(w)|?g(w; 0)g(w; @)* /Na?. In most geoacoustic inver- =N 1045 ‘ (12
sion experiments performed in shallow water the SNR varies range=1 km

between 10 and 20 dB?°*°sometimes reaching values be-
tween 30 and 40 dB! In the examples presented in this !ll- ILLUSTRATIVE EXAMPLES

paper the SNR_ is set to 15 dB _at a range of 1 k"_‘ frpm the The conditions necessary to obtain an optimal parameter
source, or, equivalently, the variance of the noise is fixed bygtimate in a given experimental scenario depend on a num-
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FIG. 8. Simultaneous four-parameter
estimation ofcg, gs, ps, and ag
wherevar, (black, V[var,| (gray),
and b, (dotted are presented fo(a)
Cs, (0) g, (©) ps, and(d) as for n
=1 as a function of range between 0.5
and 10 km. Same experimental setup
as Fig. 2.

05 2 4 6 8 10 Yos 2 4 6 8 10
range (km) range (km)

ber of variables, including the parameters involved in thesediment layer overlays a bottom half-space, as shown in
inversion, the number of parameters simultaneously estiFig. 1 using a modal formulation for the field as in Ref. 18.
mated, the frequency of the source, the range of the receivihe numerical field derivatives approach used was bench-
ers, and the SNR. In order to isolate and illustrate these cormarked analytically in a Pekeris waveguitfeField deriva-
tributions, a number of simulations are performed in atives were also checked with three independent propagation
waveguide representative of the continental shelf where aodes including OASIS, SNAP, and a modified version of

FIG. 9. Source frequency is 100 Hz.
Necessary sample sizes for the simul-
taneous four-parameter estimation of
Cs, Os, Ps, and ag: (@ ny for cg
(black and g (gray), (b) ny, for pg
(black and ag (gray), (c) n, for cg
(black andgs (gray), and(d) n, for ps
(black and ag (gray). Same experi-
mental setup as Fig. 2.

6 4 6
range (km) range (km)
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(3) that the second-order variance is ten times smaller than
the CRLB for all parameters,

20

—_
)]

vary(6"
Uarl( Hr)

-
S

(13

10 log (SNR)
o

Similarly, the necessary sample sizes for the inversions to be
unbiased are computed by requiring in conditidhthat the
first-order bias be ten times smaller than the true value of the
parameter, orn>n,=10b,(6;)|/|6;| except for sound
speeds where>n,=200b,(6;)|/|¢;| is used instead since
these biases strongly affect the acoustic field. The conditions
for an inversion to be optimal are then given by n, and
n>n,. If the computed values afi, and n, are less than
unity, then only one sample is required and the figures can be
used to determine how far the SNR can be lowered without
sacrificing single-sample optimality. We especially note sce-
narios wheren, and n, are large but the corresponding
CRLB is small and vice-versa.

It should be noted that the illustrative examples can be
used to determine SNR outside of the ranges explicitly
shown due to the equivalence of and SNR in the
asymptotic expansions. For example, this means that the
10,5 5 4 6 s 10 conditions(3) and(4) can be reformulated in terms of SNR,

range (km) and thatn, andn,, are proportional to 1/SNR.

A. Single-parameter inversions

l’lh n
(c) Here we investigate the requirements for estimation er-
0 rors to attain specified design thresholds for single-parameter
@ inversions. To do this we compute the sample sizes necessary
E‘ for inversion optimality as well as the magnitude of the
s CRLB for a single sample. It is important to note that the
former optimality condition need not be related to the param-

eter sensitivity expressed by the single-sample CRLB. This
H ‘ ‘ " “” “MI m N is because the optimality conditions involve higher order pa-
- H“ 1 i ‘ ‘ l t u l l “ rameter derivatives than the CRLB.
5 2 4 6) 8 10

The biases, variances, and necessary sample sjzes
andny, are computed as a function of source-receiver range
FIG. 10. Single parameter inversion of using a ten-element horizontal for all eight single-parameter estimates allowable in the
array with 7.5-m spacing. The array is located at 50-m depth with 100-Hznodel. For our purposes only six of these need to be pre-
source frequency. Shown far=1 as a function of range between 0.5 and 10 sented in Figs. 2 and 4. These are the thickness of the sedi-
ET@E&? igﬁf%@ (black, vvara| (gray, andb, (dotted, and(©) ot averh | the compressional wave speed at the top of

the sediment layecg, the gradient of the compressional
wave speeds, the attenuation in the sedimemy, the sedi-
KRAKEN. The sound speed profile in the sediment can banent densityps, and the basement densjhy.

range (km

specified in terms ofcg and g5 as c(z)=cs+gs(z—H), The decreasing trend in inversion accuracy with range
where thez axis originates at the water—atmosphere interfacdor all parameters is mostly due to the decrease in SNR
and is directed vertically downward. shown in Fig. 3 from both spreading and attenuation loss.

To represent a typical experiment, in Secs. Ill A andStripping of higher order modes with range also plays a role
[IIB a ten-element vertical array is centered in a water col-in the decreased accuracy. Estimatesgf ps, ag, andgg
umn of depthH=100m with 7.5-m spacing between each require smaller sample size to be optimal than the basement
element so that the shallowest element is at 16.25-m deptldensity p,,, and significantly smaller sample size than the
The source is placed at 50-m depth. In this paper a 100-Hthickness of the sediment layér, which has particularly
deterministic monopole source is employed. Inversions perstringent optimality conditions. Hundreds of samples are
formed with horizontal arrays are presented in Sec. Il C tonecessary for thég estimate to be unbiased even at rela-
investigate the effect of array length and orientation on intively close ranges and thousands of samples are necessary
version performance. for the variance to attain the CRLB indicating that the sedi-

The necessary sample sizes for the variance to attain theent layer thicknessg has a highly nonlinear relationship
CRLB are computed by conservatively requiring in conditionwith the acoustic measurements.
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10° ¢ 10 1 FIG. 11. Simultaneous four-parameter
i estimation ofcg, gs, ps, andag using
i a 100-element horizontal array with
10 1 2 4 8 10 107 : ‘ : 7.5-m spacing. The array is located at

6 1 2 4 3 8 10
range (km) range (km) 50-m depth and the source frequency
1 1 is 100 Hz.\varl (black, V|var,|
10 : 10 ‘
oy W — (gray), andb; (dotted are shown for
2 1

n=1 as a function of range between 1
and 10 km for(a) c, (b) gs, (©) ps,
and(d) as.

VAl  — var
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6 8 4 6
range (km) range (km)

We note that whileps and a5 have similar optimality  through 44 parameters, wherd! is the number of modes,
conditions ascg, the ratio of the square-root of the single- making 4V an upper limit on the number of bottom param-
sample CRLB, which is inversly related to the sensitivity of eters that can be unambiguously estimated regardless of the
the measurement to the parameter, to the true parametgimper of receivers in the water column. Such limitations

value is on the order of at least 0.1 for and a; butis eSS can pe potentially overcome by increasing the bandwidth.
than 0.01 forcg. This highlights why theéwo requirements

explicitly stated in Sec. Il are necessary for a parameter es-
timate to attain a specified error threshold and knowledge o
the CRLB alone is not enough. Simulations presented in this section show that estima-
The inversion ohg, p,,, and the other basement param- tion performance worsens as the number of parameters si-
eters not explicitly presented here are significantly more difmultaneously inverted increases. To see this, the quantities
ficult than the other sediment parameters because they rb,, var,, var,, ny,, andn, are plotted as a function of
quire either prohibitlvely large sample sizes to attainsource—receiver range for the simultaneous estimation of two
optimality or because the square root of their single-sampl@arameters, namelg, together successively withg, pg,
CRLBs are large compared to the true parameter valugys, and thenhg in Figs. 5—7. Each pairing affects the esti-
Sound in the water column is apparently less sensitive tanation ofcg in different ways as can be seen in Fig. 5. In
basement parameters due to attenuation in the sediment féact, estimation ot is effectively uncoupled from that eig
the given sediment thickness and acoustic frequency. Simildrecause the two-parameter estimates yield results nearly
observations about this lack of sensitivity have been noted ifdentical to those of the corresponding single parameter es-
Ref. 20 solely through CRLB analysis. timates. This can be seen by comparing the moments in Figs.
At lower frequency, penetration into the basement mays(a) and Ga) with the corresponding ones in Fig(a?, and
be more substantial, but there may also be fewer modes. Thike necessary sample sizes in Fig. 7 with the corresponding
could lead to difficulties in unambiguously inverting large ones in Fig. 4.
parameter sets. The modal structure of the acoustic field, for The optimality conditions for an estimate of, how-
example, imposes limitations on the number of bottom paever, do become far more stringent when the estimate is
rameters of the given model that can be unambiguously demade simultaneously with either the sediment dengify
termined with a single frequency source. To illustrate thegradientgs, or thicknesdg. This is consistent with intuition
situation, consider receivers in the water column of a Pekerisince c5, ps, gs and hg are expected to be statistically
waveguide. Each mode is then described by four parameterspupled since they are physically coupled in a nonlinear way
the real and imaginary components of the vertical wave numthrough the bottom reflection coefficient and through a
ber and of the mode’s equivalent plane wave amplitude sincenodal or wave number representation of the acoustic field. It
the up- and downgoing plane wave amplitudes are the negas also reasonable that; and cg be statistically uncoupled
tive of each other in this case. This means that the effect ofince the attenuatioag leads to very slow decay in the field
bottom properties on the acoustic field can only be expresseghile the sediment sound speed affects coherent modal

. Multiparameter inversions
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propagation and interference that varies far more rapidhsimultaneous inversion af;, ps, s, andeag in Figs. 8 and
over range(this follows because the two parameters appea®. The biases, variance terms, and necessary samples sizes
in separate factors in the modal representation of the waveare consistently higher than in the cases where the param-
guide green funciton It is interesting that thousands of eters are either inverted alone or with only one other param-
samples are necessary for the variancecoto attain the eter. We find the trend can become less strignent for the
CRLB when the sediment thickneBsis also an unknown as estimation of upper sediment layer parameters as the source
can be seen by comparing Figgdband 7b) with Figs. 2  frequency is increased, but the opposite is typically true for
and 4. Simultaneous inversion for the sediment layer thickdeeper parts of the bottom.
nesshg in these examples tends to induce extremely stringent
optimality conditions, such as prohibitively large necessary
sample sizes. This implies that sediment thickness and sedi~
ment sound speed are highly coupled for the given scenario Parameter estimates made from horizontal array mea-
where sediment thickness equals the acoustic wavelengteurements are now examined to investigate the effect of ar-
This is sensible since as the sediment thickness varies fromay length and orientation on inversion performance. The
the wavelength scale in a decreasing manner, for exampleyoments of & estimate from a horizontal array of the same
the acoustic field will become less sensitive to sedimentength and center depth as the vertical array of the previous
sound speed. The couplings described in this paragraph asxamples are shown in Fig. 10. No improvement is found in
not apparent if only the CRLB is considered, as shown inthe trend but much larger fluctuations appear upon compar-
Fig. 5 ing these moments with those for the vertical array in Figs. 2
The trend of more stringent optimality conditions con- and 4.
tinues as the number of parameters to be simultaneously es- The horizontal array has much poorer angular resolution
timated is increased. This is shown for the four-parametethan the vertical array at the shallow horizontal grazing

Horizontal array versus vertical array

10° 10°
n, for C, g (b)
10' (a) 1107
[} o
NSNS NI L
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g 0| 1 g -2
10 10
nbfor P o
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® FIG. 12. Simultaneous four-parameter
%_ n, for (a) c (black andgs (gray), (b)
E ps (black and a (gray n,, (c) ¢,
@ (black and gs (gray), (d) ps (black
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